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Preface

Over the last two decades, much effort has been devoted to promoting the integration
and interaction between the cyber and physical parts of our world. This motivates
the concept of Cyber-Physical System (CPS), which has already attracted attention
from the government, academia and industry. Regarding the interaction of the cyber
world with the physical world, a hot topic emerging is the Internet-of-Things (IoT),
which describes the vision that everything is interconnected. CPS is similar to
IoT but presents a higher combination and coordination between the physical and
informational world. CPS has been applied in a variety of domains such as: industry,
agriculture, transportation, and electricity system (e.g., smart grid), imposing huge
potential in promoting the life quality of human beings.

CPS is a cross-discipline topic covering a wide range of fields from hardware
to software, like integrated circuit, embedded system, control, computation, com-
munication, system integration, and so on. The development on each field shall
advance the development of CPS. It is significant to investigate how to advance the
development of CPS, especially with joint consideration of other newly emerging
computing and communication technology or concept like cloud computing, big
data, fog computing, crowdsourcing, and so on, from various aspects such as
architecture, application, security, and privacy.

To this end, we invited pioneering researchers and engineers to discuss some
key issues from these aspects and to present some insightful opinions, concepts,
innovations and achievements in CPS. Various new CPS technologies from diverse
aspects enable a higher level of innovation towards intelligent life are discussed
in this book. It provides deep insight to the future integration, coordination and
interaction between the physical world, the information world and our human
beings. These works shall inspire more future studies to further advance the
development and exploitation of CPS.
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Chapter 1 ®
Envisioned Network Architectures Chock or
for IoT Applications

P. Sarwesh, N. Shekar V. Shet, and K. Chandrasekaran

Abstract Internet of Things is the auspicious technology that connects different
internet enabled devices in single network architecture. IoT contributes effective
service in various applications such as industrial automation, health care sectors,
and home automation. Availability of low cost devices makes IoT as innovative
paradigm in large-scale wireless network research. Challenges in IoT applications
vary from each other. For example, in smart grid applications QoS is more impor-
tant, whereas for land slide monitoring applications, energy efficiency and reliability
are the major requirements. Thus, in this chapter, we come up with various network
architectures that are suitable for IoT applications. The network architectures
are designed by combining different optimization techniques into single network
design, to satisfy specific network requirements. This chapter elaborates the major
issues that affect the network performance and suitable solutions for those issues by
means of efficient network architectures.

1.1 Introduction

Internet of Things (IoT) is the ever-growing network of smart devices that promotes
global information sharing. In the phrase Internet of Things, the word “things”
can include from small watch to big vehicle [1]. It creates smart environment
in every fields such as smart city, smart health, smart grid, smart market, smart
agriculture, and smart home. MEMS technology is the major reason for IoT
development, since availability of low power and low-cost devices is achieved by
MEMS technology. Internet enabled devices work autonomously with its features
such as sensing, communicating, and computing. IoT network is the combination of
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Fig. 1.1 IoT World forum reference model and its challenges

higher end devices (servers) and lower end devices (sensors). Therefore, connecting
this interoperable network environment with efficient network architecture is the
major challenge in IoT networks [2]. [oT is the new idea, but the technologies that
required for built IoT are well matured, therefore IoT technology is conceivable in
different fields. Existence of remote and wired advances with productive processing
and correspondence structure encourages IoT to give powerful correspondence
between machine-to-machine, machine-to-individual, individual to-machine, and
so forth [3]. Internet of Things can be described as smart device network that
collects the environment information with the help of IoT devices, for every
applications network devices and network requirements vary, thus based on the
network requirements and network challenges we designed an effective network
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In Fig. 1.1, lower layers manage event related data (occasion related data),
whereas higher layers are responsible for question related data (query based data).
The middle layer is used to store and recoup the information made by higher layers
and lower layers. The major goals in lower layers are energy efficiency, Quality
of Service (QoS) and reliability, since they handle constrained devices and low
power radio connections [4]. In higher layers, data organization and data get ready
are considered as genuine troubles, since they handle a gigantic piece of data.
Arranging powerful and compact storage devices and controlling the temperature
dispersed from higher end devices (servers) are the noteworthy difficulties in the
center layer (storage layer). IoT devices in low power frameworks (IoT, WSN)
routinely continue running by limited battery control, obliged preparing speed and
irrelevant memory [3, 5]. In Internet, devices are connected to the electricity grid
with stable power supply. However, IoT devices are usually battery sourced devices,
which are unstable in nature. Web uses stable associations, for instance, Ethernet
and SONET/SDH joins, whereas IoT holds low power radio connections (IEEE
802.15.4) that are lossy and precarious in nature, which says components of IoT
contrast from consistent Internet.

1.2 Network Level Challenges in IoT

In this chapter, we concentrate on challenges of lower layers (Network Level
Challenges). This section describes the importance of energy efficiency, reliability
and QoS for low power IoT networks.

1.2.1 Energy Efficiency

Efficient energy utilization is one of the primary challenges in wireless smart
devices networks (WSN, 10T, etc). Smart devices used in environmental monitoring
applications as well as in commercial application are operated by battery power.
In forest fire monitoring application (environmental monitoring), if the sensor
battery drains out its power, it is very difficult to replace the battery. Similarly, in
industrial boiler monitoring (critical monitoring), if the smart device drains out its
power, it severely affects the service. Unbalanced energy utilization disturbs the
network lifetime, cutback in lifetime of networks severely affects customer as well
as service provider. Thus, energy is considered as one of the valuable resources
in low power wireless network applications [6]. To utilize energy in efficient way
factors that affect energy efficiency need to analyze and to be prevented. Effective
physical layer techniques, MAC based power control techniques and network
layer optimization techniques can be the effective solution to optimize the energy
efficiency in networks.
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1.2.2 Reliability and QoS

Low power IoT network utilizes low power radio protocols (e.g. IEEE 802.15.4)
to interconnect switches, routers and other IoT devices, which are battery sourced
devices. Providing higher duty cycle protocols in resource constrained network
environment is impossible, similarly providing main power lines to every IoT device
is impossible. Therefore, it is understood that providing effective communication
between IoT devices through unstable network links is the major consideration
in IoT network design. Due to unstable network links (low power radio links)
chance of packet loss is more and dynamic link variations severely affect the data
transmission. Sensor devices in remote territory (e.g. landslide monitoring) might
be scattered unplanned and they are little in size and constrained in battery. In such
network environment, providing reliable data transfer with low duty cycle protocols
is the challenging task in wireless network research. Routing process consumes
huge amount of energy, for reliable data transfer routing is the key element, since
efficient routing design is the major requirement in low power IoT networks [6].
Data transmission through unstable links leads to packet loss, which severely affects
the network reliability and QoS. Thus, an effective network design is needed to
achieve better reliability and QoS.

1.3 Factors that Affect the Network Performance

In low power wireless network, various factors affect the network performance; in
this chapter, some of the major factors that affect the energy efficiency, reliability
and Quality of Service (QoS) are described. Figure 1.2 describes the major factors
that affect the network performance.

.—. " 'm) m) 0
Moulti- Multi- Multi- Multi-
Collision Collision Collision Collision
Control Packet Control Packet Control Packet Node
Overhead Overhead Overhead Death

Delay Delay

- ErersyHole

Fig. 1.2 Factors that affect the network performance
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1.3.1 Energy Hole (Node Overload)

The smart devices which are close to the base station convey enormous measure
of information activity. Since smart devices (sensor devices) which are close to
the base station forward the sensed data of its own as well as the forwarded data
of other sensors, and as a result of huge data load, nodes drain out its power in
short span of time [6]. When every node near to base station coverage area drains
out its battery source, communication to the base station will be blocked, which
leads to network re-initialization, this problem is referred to as energy hole issue.
Energy hole problem severely affects the network performance, cost and time (re-
installation time). Thus, balancing energy consumption and avoiding node overload
can be the active solution to avoid energy hole issue.

1.3.2 Multi-Retransmissions

In low power wireless networks, lossy and unstable links are used to connect the
low power smart devices (battery sourced device). And quality of radio links that
are used in low power network environment will vary frequently. Data transmission
in unstable links leads to packet loss, which are the prime reason for data re-
transmission [6]. Data re-transmission affects the network reliability as well as
energy efficiency. Thus, avoiding re-transmission decidedly improves the network
performance. Data-re-transmissions can be avoided by transmitting data in stable
links (reliable links).

1.3.3 Collision

Collision is a noteworthy issue in remote system; it influences the execution
and lifetime of the wireless network. Amid the information transmission from
transmitter node and receiver node in specific channel, new entry of transmission
signal from another node in same channel prompts collision. Collision gives rise to
increase in packet re-transmission, this prompts energy wastage and huge network
congestion. Increase in collision increases the network latency and degrades the
network reliability and energy efficiency. In wireless network, TDMA is the suitable
technique to avoid collision, but TDMA increases control overhead as well as energy
utilization. Thus, an effective MAC based optimization technique is required to
avoid the network collision [7].
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1.3.4 Control Packet Overhead

Extra data (control packets) required for specific protocol to establish association
and correspondence is referred to as packet overhead. These control packets are
specified as CTS, RTS, RREQ, RREP, etc. based on protocols. These packets are
the prime reason for establishing the communication, and with the aid of this
information network connectivity is maintained. Therefore, control packets are
fundamental need for establishing connection, but it should not exceed its limit,
which severely affects the energy efficiency of the network. Avoiding excess control
packet usage (huge control overhead) can improve the energy efficiency with better
network connectivity [8].

1.3.5 Delay

Delay is one of the major reasons that affects the QoS of the network. Data transfer
in unstable links, packet loss, re-transmissions, unbalanced buffer usage are the
major reasons for increase in end-to-end delay. Thus, preventing above factors will
highly prevent end-to-end delay [6].

1.3.6 Motivation

From the above discussions, it is seen that energy efficiency, reliability and QoS
are the major requirements in low power IoT networks. In low power wireless
network, huge amount of energy is consumed by communication unit. Therefore,
optimizing communication unit highly improves the network performance. There
are various techniques such as node placement technique, MAC based power control
technique, MAC based scheduling technique, routing technique, TCP/IP based
optimization techniques etc. to optimize the communication unit of the network.
All these techniques satisfy specific network requirements, when compared to
utilizing the features of single optimization technique. Integrating the features of
various optimization techniques in single network architecture highly improves
the network performance. In wireless network research, cross layer protocols
such as EQSR Ben-Othman and Yahya [9], HAN Larzon et al. [10], XPL Vuran
and Akyildiz [11], and Breath Park et al. [12] are developed by combining the
features of various optimization techniques to obtain better network performance.
From this observation, we designed various network architectures that integrate the
features of various optimization techniques to achieve application specific network
requirements.
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1.4 Envisioned Network Architecture for Low Power IoT
Networks

This section describes the various envisioned network architectures that are pro-
posed for IoT applications, proposed network architectures are designed by integrat-
ing various optimization techniques in single network architecture. In this chapter,
network architectures are developed for some of the popular IoT applications.

1.4.1 E-Health

Smart health applications have gained lot of attention in many health care sectors.
Auvailability of intelligent biomedical devices, effective middle ware services and
low power communication technologies (low bandwidth radio protocols) made the
possibility of accessing medical information of patient, even they are in remote
area. Now-a-days because of mobile telemedicine system, patients continue their
regular activities [13]. IoT technology supports various e-health applications, such
as wearable device and its data accessing (automatic diagnosis system), remote
monitoring of elderly patients’ health condition, and immediate responding in
emergency situations. Smart health systems in hospitals collect the information
from ECG measuring devices, EEG measuring devices, X-ray devices and store it in
their database, this health information of patients can be accessed by health experts
and based on the health history from smart health systems medical experts proceed
the treatment [13]. Because of smart health systems, accurate health information of
patients is obtained and effective health care service is provided to them.

E-health application is one of the critical monitoring applications. Constant
monitoring of patients with chronic conditions and reporting to medical officer is
the major task that is practiced in e-health applications. The prime components
required for health care system are communication enabled devices, data acquisition
boards, wireless routers and efficient server that maintain the health-related data.
All these components will be connected by low power radio links and most of
the wireless devices (wireless routers and data acquisition boards are operated
by battery powered devices. In such network scenario, reliability is the major
requirement, if data loss occurs it severely affects the e-health service. The layers
that involve in reliability are TCP/IP layer, network layer and MAC layer. Therefore,
we integrated TCP\IP layer and routing layer to improve the reliability of the
network. Buffer level information of each node is observed in route discovery
process (control packet transmission and reception). Based on the control packet
information data transmission is done with respect to the buffer level of nodes.
This highly balances the data traffic and improves the network reliability. In critical
monitoring applications (monitoring the health conditions of patients) reliable data
transfer is the major challenge. When packet loss occurs, then ACK packets are
required for re-transmissions. Multi-retransmissions in network severely affect the
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Fig. 1.3 Reliable network architecture for e-health applications

network reliability and degrade the health care service. Thus, we propose the reliable
network architecture by integrating the TCP/IP layer and network layer.

Figure 1.3 describes reliable network architecture that is suitable for e-health
application, it is the operational flow of proposed network model. In this architec-
ture, features of TCP/IP technique and routing technique are integrated. Initially
traffic information of network is attained by the TCP/IP technique and later
routing technique utilizes the traffic information and finds reliable path for data
transmission.

1.4.2 Environmental Monitoring

Environmental monitoring applications collect the environment related information
(temperature, humidity, smoke, fire, etc.) and transmit it to base station. Envi-
ronmental monitoring includes landslide monitoring, forest fire monitoring, flood
fall monitoring, irrigation monitoring,
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tsunami monitoring, wild life monitoring, industrial smoke monitoring, pedestrian
monitoring, etc. All these applications are situated in remote area, thus devices
used in these applications are battery operated. When the battery drains out its
energy, battery replacement need to be initiated, frequent battery replacement in
such harsh environment is impossible. In flat based network scenario, the data traffic
is from sensor nodes to base station, therefore the nodes near to base station hold
bulk amount of data traffic, when nodes near to base station are burdened (data
traffic overload), then they drain out its power in short span of time [14]. Thus,
balanced energy utilization is the major requirement in environmental monitoring
applications.

Based on this observation, we designed energy efficient network architecture that
integrates routing and node placement technique. The reason of integrating these
two techniques for environmental monitoring applications is they are considered
as the effective techniques, to improve the energy efficiency of the network. In
node placement technique density of nodes are varied based on data traffic, which
balances the data traffic load and prevents energy hole issue (quick node death).
In routing technique energy and reliability related parameters are included to
compute energy efficient and reliable path. Residual energy is considered for energy
monitoring and expected transmission count (ETX) is considered to find the reliable
links, therefore effective combination of these two parameters finds energy efficient
and reliable route. Node placement technique takes care of data traffic, routing
technique monitors energy consumption and finds reliable links. Thus, all these
features are included in single network architecture to achieve balanced energy
utilization in energy constrained network environment. In this network architecture,
routing technique and MAC nased power control technique are both integrated in
network initializing phase. The idea at the heels of this work is utilizing features of
node placement technique and routing technique in single network architecture to
improve the energy efficiency of the network.

Figure 1.4 describes the energy efficient network architecture for environmental
monitoring applications, it is the operational flow of proposed network architecture.
In this architecture, node placement technique manages the data traffic and routing
finds energy efficient and reliable path, these features are integrated in single
network architecture. In network setup phase node placement is implemented and
in network initialization phase routing is implemented.

1.4.3 Industrial Automation

Industrial automation is making industrial systems automated by the aid of com-
puting assisted technology and communication technology. Problems in many
industrial equipment are diagnosed and reported by the help of wireless enabled
industrial automation systems [3]. Of late, many industries started talking about
wireless enabled automation systems in industries. Many discrete manufacturers are
concentratingronrimplementing'wirelessiinfrastructure in industries to monitor and
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Fig. 1.4 Energy efficient network architecture for environmental monitoring applications

maintain the plants. In many industries, parameters such as pressure, temperature
and flow are observed, whereas equipment related information such as equipment
conditions and efficiency of the equipment are not monitored [15]. Thus, an effective
wireless network infrastructure for monitoring production as well as equipment
conditions is the major requirement. Implementing wired network infrastructure
is also possible in industrial environment, but designing, wiring, cost of the com-
ponents, etc. are difficult in wired network environment, therefore implementing
i i i sive [15], whereas wireless technology
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is flexible in all aspects such as implementation, cost, scalability, and mobility.
Wireless enabled industrial automation system provides sensing as well as actuation.

Industrial activity monitoring is also the critical monitoring applications (e.g.
industrial boiler monitoring). Monitoring the working conditions of industrial
instruments is the prime task in industrial monitoring applications. Therefore,
reliability and QoS need to be maintained in effective way in this application.
For this application, we propose a network architecture that integrates network
layer and MAC layer to improve the QoS and reliability of the network. Based
on the routing information transmission range of nodes is varied by MAC based
power control technique. Based on this integration every node obtains its optimum
transmission range. In this network architecture, routing technique and MAC based
power control technique are both integrated in network initialization phase. The
reason of integrating routing and MAC based power control technique is reliability
and QoS related information are observed from routing technique. Based on this
routing information MAC adjusts its transmission power, which says every node
achieves its reliable transmission power.

Figure 1.5 describes the QoS aware network architecture that is suitable for
industrial automation applications. In most of the industrial applications QoS aware
data transmission is the major challenge. In proposed network architecture, QoS
related information for every node is achieved by routing technique. Later, MAC
based power control technique utilizes the received signal strength and adjusts the
transmission and reception power, to achieve QoS aware data transfer.

1.4.4 Smart Grid

Power grid is the electrical grid that delivers electricity to various infrastructures
(office, houses, industries, huge apartments, etc.). Distributing electricity from
power plants to consumers in smarter way (efficient way) is referred to as smart grid.
Electric power consumption of every consumers is measured by the electric meters,
thus implementing smart meters in power generation as well as power distribution
systems performs sensing as well as actuation to enhance the grid operation [16].
Smart devices collect the electricity related information between power generation
and distribution systems and it sends these information to analytical tools for
balanced utilization of power, as well as it helps in identifying issues in power
distribution systems and power wastage in power distribution systems [16]. For
such network scenario, power distribution should be maintained by reliable network
infrastructure. Thus, we come with reliable cross layer design that integrates
routing technique and MAC based power control technique to improve the network
reliability. In routing mechanism, reliability related parameter called received signal
strength (RSSI) is included for route discovery process, later MAC based power
control technique utilizes the routing information and adjusts its transmission power
based on the routing information. In this network architecture transmission ranges
areradjustedrbasedroniteliability (RSSI)rof the network. Thus, every node obtains
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Fig. 1.5 QoS aware network architecture for industrial automation applications

its own capable transmission range to achieve reliability of the network. Figure 1.6
describes the reliable network architecture for smart grid applications. Reliability
is the prime need for smart grid applications. In proposed network architecture,
RSS (received signal strength) information for every node is attained by routing
technique. Later, MAC based power control technique utilizes the received signal
strength and adjusts the transmission and reception power, to achieve reliable data
transfer. Table 1.1 describes the features of proposed network architectures.
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Table 1.1 Difference between proposed network architectures

Applications Challenges Integration

E-health Reliable data transfer Network layer and TCP/IP
layer are integrated

Environmental monitoring | Network lifetime and reliable Network layer and physical

communication layer are integrated

Industrial automation QoS aware data transfer Network layer and MAC layer
are integrated

Smart grid Reliability Network layer and MAC layer
are integrated
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1.5 Suitability of Proposed Network Architectures for IoT
Scenario and Network Assumptions

IPv6 address, IEEE 802.15.4, RPL (routing protocol for low power and lossy
networks) and 6LoWPAN are included in network architecture to obtain suitability
of proposed architectures with real-time IoT applications.

The basic assumptions of proposed network architectures are as follows:

* Sensor nodes are deployed in random manner.

* All the nodes are battery sourced.

e Nodes are aware of the routing information (energy related information and
reliability related information).

* Base station is not limited by energy.

1.6 Conclusion

Internet of Things is practiced by numerous applications. Every application has
specific network level issues based on their network environment. Most of the IoT
applications are situated in remote environment, where battery operated devices are
possible devices to collect environmental information and low power radio links
are the possible medium to connect low power devices. Therefore, providing active
communication in resource constrained network environment is the major challenge
in low power IoT network. This chapter elaborates the resource constrained nature
of IoT network and describes the issues that commonly occur in IoT network. We
analyzed the major network level challenges that are faced by various IoT appli-
cations. Based on these challenges, we designed network architectures that satisfy
application specific network requirements. The proposed network architectures are
constructed by integrating the features of various layers together. These envisioned
network architectures give the clear idea to optimize the low power IoT networks.
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Chapter 2
A Measurement Study of Campus WiFi oo
Networks Using WiFiTracer

Chengwei Zhang, Xiaojun Hei, and Brahim Bensaou

Abstract Highly dense and large-scale WiFi networks have been widely deployed
in public areas to provide cost-effective high-speed wireless Internet access for
mobile end users. This emerging practice has been leading to a severe spectrum
usage overlap and channel interference between colocated WiFi networks. To
understand the characteristics of highly dense WiFi networks, we conduct a
measurement study of campus WiFi networks in this chapter. First, we instrument
an Android App to sense WiFi access points (APs) to characterize WiFi networks
in campus areas, including WiFi spectrum and channel usage, AP density, network
distribution, and so on. Our measurement results demonstrate that a large number
of WiFi APs have been widely deployed on campus, and about 80% of the
total APs occupy the 2.4 GHz band, whereas the remainder part are the higher
frequency 5 GHz APs, commonly used by public WiFi networks. The spectrum
overlap and channel interference in the 2.4 GHz band is much more severe than
that in the 5 GHz band. Then, extra WiFi connection measurements are conducted
at selected areas with well-deployed campus WiFi networks, to understand WiFi
connection characteristics while pedestrians are moving around in the coverage
of the WiFi networks. By harvesting data from voluntary Android smart phone
users, the connection setup time composed of Authentication—Association (AA)
time, handshake time, and IP acquisition time is found to be generally affected by
various factors, such as AP density, RSSI levels, etc. To achieve load balancing with
reduced interference and higher WiFi network performance, this field measurement
study may provide guidelines to design the next generation software-defined WiFi
networks.
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2.1 Introduction

WiFi networks have been providing a cost-effective high-speed wireless network
access in the past decades. WiFi-based wireless local area networks are widely
deployed on Edges of Internet for convenient user access due to the following three
benefits: (1) simple technical implementation, (2) low-cost network construction,
and (3) high-bandwidth wireless links [1]. Although only a limited number of
user clients are supported by a single access point (AP) for the WiFi original
design, WiFi network with multiple APs, such as a hotzone [2], has been increasing
for supporting Internet access with a large number of clients in a relative large
area [3, 4]. WiFi networks serving as the major network components have been
envisioned for constructing smart city and even smart country [5].

The communication and entertainment paradigm in people’s daily life has
been gradually reshaped by the rapid penetration of smart phones. A variety of
micro sensors have been integrated in modern smartphones, including accelerom-
eters, gyroscopes, magnetometers, light sensors, global navigation satellite system
(GNSS) as well as Bluetooth and WiFi transceiver modules [6, 7], which can
cooperate with monitoring, positioning, and navigating applications. Due to the
pervasive usage of smart phones, together with the cooperative sensing capability
and users’ mobility, smart phones have been evolving from ordinary mobile devices
into measurement enablers [8, 9]. Users can carry smartphones around during
their daily lives for measuring, collecting, and preprocessing data of user activities
with powerful sensor and microprocessors embedded in smartphones. Recently,
various research projects and applications deeply relying on smartphones and
user mobilities have emerged for different purposes, such as smartphone-based
indoor position system [10], recording physiological indexes of mobile users [11],
monitoring user behavior [12], tracking the air quality of the urban environment
[13], and so on. Mobile measurement applications running on smartphones carried
by a large number of users, which can perform measurements individually and
conduct analysis collaboratively, from the mobile crowd sensing (MCS) measure-
ment [14, 15]. The MCS can fully exploit the limited resources of individual smart
phones, and conveniently deploy real and randomized measurement experiments
rather than well-planned experiments in a large scale [14, 15]. Lane et al. [16] and
Xiao et al. [17] studied the data transmission efficiency and energy consumption
problem of MCS. In particular, recent measurements [18, 19] have shown that
significant energy has been consumed by wireless transceiver modules (WiFi and
3G/4G) of mobile devices during data transmission. These field measurement
studies have greatly pushed forward the innovation of mobile cloud transmission
systems [20, 21] to shift the heavy energy-hungry services for mobile Apps to the
remote clouds, instead of local mobile devices.

In this chapter, we are motivated to conduct a measurement study to characterize
the spectrum interference and the connection bottleneck on campus WiFi networks
using a MCS approach. We developed a MCS platform for tracking the channel
usage and connection bottleneck of campus WiFi APs. An augmented Android
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measurement tool, named WiFiTracer, can automatically probe, maintain, and
upload detected WiFi APs’ information through smart phones from volunteers. For
the large-scale WiFi measurement construction, student participants as anonymous
users have been invited to perform random movement in various ways (driving,
jogging, and walking) on the campus with the measurement APP running on
smartphones for abundant measurement data collection. During this crowd sensing
measurement process, we conducted various experiments to quantify the connection
time for a public campus WLAN. The major results from these experiments are
summarized as follows:

1. We first summerized the WiFi dataset on our campus area. Our results show that
there are considerable and high-density WiFi APs maintained on the campus
area. Over 10,000 WiFi APs and more than 7000 distinct WiFi networks have
been detected.

2. We characterized a public campus WiFi network quantitatively. Our results show
that more than 70% measurement areas have been covered by this public campus
WiFi WLAN. We quantified the interference of this public campus WLAN with
its nearby private WiFi networks. Extra experiments were conducted to compare
campus WiFi networks deployed indoors and outdoors. Measurement results also
show that the dynamic frequency selection (DFS) feature of WiFi APs is not
enabled in the general circumstance.

3. We conducted the WiFi connection setup time on the public campus WiFi
networks during the MCS measurement process. The connection setup time
deviates significantly on the different mobile devices, ranging from the tens of
milliseconds to tens of seconds.

In this chapter, we first introduce the concept of MCS and recent research
progress. Then, we propose and implement a crowd sensing measurement platform.
Next, we dissect the WiFi connection setup process for public WiFi networks.
Afterwards, we report our measurement results mainly on two aspects: channel
interference and connection time. Finally, we conclude this chapter. The mea-
surement results demonstrate the necessity of a configurable and manageable
software-defined WiFi network that can dynamically adjust WiFi channels based
on the current network states to achieve load balancing with reduced interference
and improved WiFi network performance.

2.2  WiFi Measurement Platform

Public campus WiFi networks are widely deployed at public locations through the
campus; for understanding the characteristics of WiFi networks, like channel usage,
AP density, connection time, etc., we are motivated to propose a general WiFi
sensing measurement framework using the MCS way as shown in Fig. 2.1 to pro-
vision the data transmission and sharing of measurement results. The measurement
platform. can conveniently cooperate with particular WiFi measurement modules to
inspect various metrics of WiFi networks.
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Fig. 2.1 WiFi measurement architecture using mobile crowd sensing (MCS)

2.2.1 Measurement Framework Overview

The proposed MCS platform, consisting of three major modules including data
acquisition, collection, and analysis, is constructed in Fig.2.1. Smartphones
equipped with WiFiTracer can successfully turn these typical mobile devices into
WiFi measurement tools for the nearby WiFi information harvest and preprocessing.
WiFi measurement data has been collected and formatted locally on mobile devices
by data acquisition module. Preprocessed data from varied mobile devices will
be collected and analyzed as a repository hosted on a cloud platform by the data
collection module. When the volunteers complete the measurements, Android app
or service running on the framework will automatically upload the local results to
the server with timestamps and user tags. The reward module is used to share the
available WiFi information as an incentive for participants. The server provides
information about available WiFi networks close to the end users and the possible
WiFi network access at the current location, which can be displayed to users through
web pages or the client app. Increasing individual users are willing to contribute
the measured data and acquire better network connection performance potentially
based on the incentive crowd sensing way.

2.2.2 WiFiTracer Architecture

WiFiTracer is an Android mobile app which can run on different Android smart-
phones to explore and aggregate the WiFi network information from the WiFi
client side. Its software architecture is constructed with four major layers as
shown in Fig.2.2, including application interface, task module, system libraries,
and Android system control. Each layer implements the individual function and

e y m.a-nermal mobile phone into a general portable
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Fig. 2.2 The software architecture of WiFiTracer

— Android system control layer: It provides the necessary physical device drivers
and interfaces for the Android applications and services. Through this layer, the
high-level applications can apply a general unified way to access and manage
various sensors, such as WiFi transceiver, GPS sensor, and so on.

— System library layer: The system dependence libraries, including WiFi Lib.,
GPS Lib. et al., extend the management for the Android resources. Those third-
party libraries can provide additional functions and data sources than those
generic ones. The BaiduMap library, as an extra map provider library, offers
more accurate GPS location service and various data visualization methods on
the map.

— Task module layer: This layer, designed as the main module of WiFiTracer,
consists of three individual components: (1) WiFi management module, (2) GPS
management module, and (3) application configuration module. The WiFi and
GPS management components are used to access the corresponding drivers and
obtain the raw measurement results from the low-level Android devices, such as
WiFi basic information and GPS raw data. The configuration component offers a
flexible interface for higher layers and supports multidimensional measurement
tasks of WiFiTracer.

— User interface layer: This layer provides a friendly operation graphic interface
for end users. A user can configure parameters of the tool, schedule tasks, and
manage low-level sensors of the tool.

2.2.2.1 Measurement Sample

WiFi APs may be sensed repeatedly for multiple times during the measurement
process; therefore, the same WiFi APs may be tagged with different timestamps
and locations during measurement. For the purpose of describing the measurement
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results conveniently, a measurement sample by a single smartphone can be summa-
rized as follows:

0};“,”(1 = {timestamp(ts), round, bssid, ssid, channel, rssi, capabilities, gps}.
2.1)
OZm 4 represents the measurement data of WiFi AP which appears for the i-th
time. During each sensing round, ts, round and gps represent the general round
information of WiFi measurement, where ts represents the accurate sensing time on
the smartphone, round records the time number of measurement, and gps stores the
current measurement location. Each WiFi AP’s basic information, including BSSID
(as bssid), SSID (as ssid), the channel frequency (as channel), the signal strength
RSSI (as rssi), and the security mechanism (as capabilities), once sensed during
the measurement process, will be obtained and merged with the general round
information to formulate a unique and complete measurement sample set ofbm a
Therefore, the whole dataset of WiFi APs’ bssid is detected on MCS measurement
process as S; the results of the same WiFi APs (using bssid as the identifier)
compose independent result set Opggiq:

Obssia = {0hsyiq i € [1, +00], bssid C ). (22)

MCS allows using different devices to harvest WiFi network information. The
measurement result sets of different devices can be expressed in Eq.(2.3). The
results of each device can be formed as an independent measurement result set
which can be identified by the unique device ID. The measurement data collected
by WiFiTracer are uploaded to the remote server through the Internet and then are
analyzed afterwards.

ODyevice = {{id, deviceid, Opgsig; )}, 1 € [1, +00], bssid; < S}. (2.3)

2.2.3 Measurement Sampling Procedure

With the supplement of the MCS mechanism, WiFiTracer can cooperate with
various Android mobile devices for WiFi measurement. The tool implements an
optimized scanning procedure as shown in Algorithm 1, which can significantly
improve the efficiency and accuracy of measurements and avoid unnecessary
multiple sensing rounds on the same locations.

WiFiTracer tracks the dynamics of WiFi APs periodically (such as 10s) while
the user is in moving states. During the WiFi measurement process, WiFiTracer
obtains and computes the distances between the current measurement location and
the previous measurement location. Once the computed distance is larger than a
threshold (10 m as default), the tool will activate the scanning process to detect
the nearby WiFi APs tagged with timestamps and GPS coordinates to form the
measurement metadata. Results are then stored locally in the Android SQLite
database, and will be uploaded in the cloud repository for further analysis.
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Initialization: Smartphone, WiFi transceiver, and GPS sensor initialized ;

Data: deviceinfo < deviceinformation, origpos <— currentGPSposition,

Data: period < userconfiguration, default : 10s,

Data: mindistance < userconfiguration, default : 10m ;

Result: WiFi measurement dataset on variant mobile devices: Ogepiceid

while scanning service is not stopped do

if scanperoid = peroid then

currentpos < currentGPSposition ;

if distance(origpos, currentpos) > mindistance then
activate the WiFi scanning process; scan the WiFi APs nearby ;
scantime < currenttimestamp, scancount < currentscancounter ;
record scanresult : (bssid, ssid, frequency, rssi, capabilities) ;
build entity: Uémid : (scantime, scancount, deviceinfo, scanresult, currpos) ;
store the dataset O and upload to the remote server ;
terminate the current service ;

else
exit the current service, start a new round timer for scanning ;
continue ;

origpos < currpos, scancount = scancount + 1 ;
start a new round timer for scanning ;
continue ;

end
end
User terminates the application, and stop all the functions.

Algorithm 1: Sketch of the WiFiTracer sensing procedure

2.3 Sensing Result Analysis

MCS supports various mobile devices in collaborative measurement and each
mobile device becomes a distinct end-point measurement tool. The measurement
device cooperating with user’s mobility translates the whole experiment to a
randomized distributive measurement process, and the data storage and computation
on the cloud offers convenient data sharing and analysis among all measurement
clients. The main campus of our university has been chosen as the main experiment
area to launch the WiFi measurement. Well-performed Android smartphones,
such as HUAWEI Honor7, ZTE Nubia Z7, etc., have been carefully selected as
measurement devices to operate WiFiTracer tool, and all devices can perform
smoothly on WiFi standard frequencies in both 2.4 and 5 GHz bands for WiFi
standard protocols such as 802.11 a/b/g/n. Participants as anonymous users have
been invited to perform random movement in various ways (driving, jogging and
walking) on the campus with the measurement APP running on smartphones for
abundant measurement data collection.

Participants were requested to perform randomized movement on the main roads
with a relative low speed (<20 km/h) during each measurement process and almost
took 1.5-2h to traverse the whole campus measurement areas. In order to cover
the whole measurement areas with sufficient and accurate WiFi metadata, the
entire measurement experiments have been lasted for around 30 days and the total
measurement time is up to almost 100 h. Due to different WiFi networks have variant
radiation,coveragess.the proposed,experiments assumed that most of indoor WiFi
APs and networks were visible on the main roads and could be obtained by the
WiFiTracer.
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Table 2.1 Measurement Metric Amount

dataset -
Scan times 20,210
Data samples 534,210
Independent areas by GPS 13,065
Number of distinct WiFi APs 11,380
Number of distinct WiFi networks 7483
Number of 2.4 GHz APs 10,390
Number of 5 GHz APs 1988
Number of public WiFi APs 2893

2.3.1 Basic WiFi Dataset

By Eq. (2.2), each WiFi AP detected by smartphone applications can be presented
as an independent measuring result set which records the location information and
current signal strength (RSSI). The values of WiFi’s RSSI have a variance relation to
the distance from the measurement node to the AP [22], which implies that a smaller
distance leads to a stronger signal. It is possible that we can choose the APs’ results
with the maximized RSSI value and utilize the GPS information to estimate the real
AP locations.

The distribution of WiFi APs is primarily on roads or near roads because the
measurements were conducted along the main roads of the campus covered by
WiFi APs with intensive quantities. Table 2.1 shows the WiFi sensing measurement
dataset that over 10,000 independent WiFi APs have been successfully sensed and
most of them are private. Private WiFi networks constructed by independent APs
can provide small range network access with passwords or other authentications.
With dense deployment of WiFi networks, it has become an emerging problem for
WiFi networks to reduce the spectrum interference from other WiFi APs.

2.3.2 General Analysis of WiFi Networks
2.3.2.1 Heatmap of WiFi APs’ Distribution

Figure 2.3 shows the heatmap of the WiFi APs distribution, where red areas suggest
high density of WiFi APs deployed. Demonstrate that there is a strong correlation
between the high-density WiFi networks. The circled areas 1 ~ 6 are official areas,
teaching areas, and living areas where people spend most of daily time. Covered
with orange colors are focused on crossroads or intersections of roads. One reason
is that the intersections are the connections of different roads which potentially have
more chances to measure than normal areas during the random movement under
crowd sensing measurements; the other one is that WiFi APs usually are deployed
with buildings. Hence, Fig. 2.3 indicates the WiFi density near intersections heavier
than normal areas.
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2.3.2.2 WiFi Channel Usage

Densely deployed WiFi APs would potentially result in severe spectrum interfer-
ences in WiFi channels. Figure 2.4 depicts channel usages of WiFi networks for
both 2.4 GHz band and 5 GHz band. Results demonstrate that 2.4 GHz band is
the main working band occupied almost 80% in the sensing dataset while 5 GHz
band only accounts for 20%. Private WiFi networks seldom work on 5 GHz band,
and over 95% 5 GHz APs are used for public WiFi networks. IEEE WiFi standard
organization encourages more than 15 channels in 5 GHz band for high-speed WiFi
networks, whereas part of them are allowed to use in different countries, such as
only channels 149-151, 161, and 165 are permitted as legitimate channels in China.

Figure 2.4 shows various channel usages in percentages. Results demonstrate
that channels 1, 6, and 11 in 2.4 GHz are the most popularly used channels among
all channels. The reasonable explanation is that WiFi manufactures usually set the
2.4 GHz WiFi appliances default in these independent channels to avoid the adjacent
channel interference in practical applications. However, even these three channels
are completely independent of each other in the spectrum, and due to the fact
that WiFi users rarely change these default channel settings, the overuse of these
channels would greatly increase the co-channel overlaps and interferences. On the
contrary, channels in 5 GHz are completed isolated from each other and result none
of adjacent channel interferences.
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2.3.2.3 WiFi AP Hardware Legality

Variant WiFi devices have been widely put into commercial use for the simplicity
and convenience of WiFi network. Figure 2.5 presents top 10 WiFi manufacturers
used in measurement areas. Wireless devices made by TP-Link dominates over 20%,
for their high price—quality ratio of small home routers. Over 35% WiFi devices
marked with “Unknown” cannot find the corresponding manufactures through the
registered manufacturer information provided by IEEE Standard Association (ISA)
[23]. Two reasons can explain why there are so many “Unknown” devices. One
is that the manufacturer list is not updated in time by ISA; the other is that some
factories do not register in ISA at all and produce WiFi devices illegally and
privately.

Table 2.2 shows channel usages of “Unknown” WiFi devices, where the percent-
age of channel 11 is nearly double of channels 1 and 6. Therefore, it can be inferred
that these anonymous manufactures choose the highest channel 11 in 2.4 GHz to
avoid the interferences with other commercial products’ channels. However, joint
consideration with Fig.2.4, channel 11 has the highest utilization among all the
channels for its overuse by a large quantity of “Unknown” WiFi devices, which
could potentially result much severer co-channel interference than others.
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Table 2.2 Channel usage of Channel | Number | PCT.(%)
“Unk » WiFi -
Unknown” WiFi devices 1 958 240
6 983 24.7
11 1912 48.0
Others 130 3.3

2.3.2.4 Density of WiFi APs and Networks

AP densities at distinct measurement locations are shown in Fig.2.6. Results in
Fig.2.6a indicate that over 15 individual WiFi APs have been detected in almost
90% measurement areas and over 100 independent APs have been scanned in
some extremely high-density areas. Under the Extended Service Set(ESS) model,
independent APs may construct a wide-range WiFi network with the same identified
network name. Therefore, densities of WiFi networks would exhibit different char-
acteristics from densities of WiFi APs in the same areas. Figure 2.6b demonstrates
independent WiFi networks at various measurement locations with percentages.
Over 10 independent WiFi networks have been detected in about 80% measurement
areas. Results from densities of WiFi APs and networks illustrate the approximation
to the normal distributions.

2.3.2.5 Utilization in 5 GHz Band

Flgure 2.4 illustrates that WiFi channel utilization meets the 80/20 rule, 80% for
Table 2.3 shows that only 5% of 5 GHz
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Table 2.3 Usage of 5 GHz

. Type Private APs | Public APs | Total
WiFi APs

Number | 100 1888 1988

PCT.(%) 5 95 100

APs are used to construct private WiFi networks, even they have better performance
and less interferences than 2.4 GHz APs; whereas 95% ones are used by public WiFi
networks for high quality access.

2.3.3 Characterizing Public Campus WiFi Networks

Through the enhanced scanning measurements for public WiFi networks, more
than 7000 distinct public campus WiFi APs have been successfully scanned
and recorded. Considering the maximum signal strength (RSSI) received at GPS
locations, distributions and coexistent characteristics between public and private
WiFi networks can be merged on the real areas by heatmaps, measurement results
depicted in Fig.2.7 show that public networks and private networks appear to be
complementary.

2.3.3.1 Indoor vs. Outdoor Channel Usage

Figure 2.8 shows the usage of channels in campus (outdoor/indoor) WiFi networks
differentiate distinctly from private networks. The numbers of the occupied 2.4 GHz
and 5 GHz bands are similar and the channel bands are distributed evenly except
that channel 165 has fewer WiFi APs. We infer that public WiFi networks adopted
the balanced AP deployment strategy.to.make frequency bands evenly distributed
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Fig. 2.7 Spatial spread density statistics of WiFi networks. (a) Density of public WiFi. (b) Density
of private WiFi
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Fig. 2.8 Channel spatial distribution of campus WiFi channels. (a) Channel usage (outdoors). (b)
Channel usage (indoors)

and reduce co-channel interference in the same network. In the 2.4 GHz band,
public WiFi APs commonly select channels 1, 6, and 11 which are completely
independent from each other and the other channels are not occupied to avoid the
adjacent channel interferences within WiFi networks. However, in the 5 GHz band,
the uniform deployment appears to be enabled without considering the adjacent
channel interference. Considering the coverage and penetrability of 5 GHz WiFi
networks, the proportion of 5 GHz WiFi APs is lower than the outdoor 2.4 GHz WiFi
APs while the proportion of 5 GHz WiFi APs is higher than the indoor 2.4 GHz APs
for providing higher access rate and better access quality.

Figure 2.9 shows RSSI CDFs of public campus WLAN under the indoor and
outdoor environments. Figure 2.9a shows the RSSI CDF from every measurement
record and results have obviously shown that the indoor signal strength is stronger
than outdoors. Due to certain coverage of WiFi APs, a WiFi AP RSSI information
can be measured frequently in the coverage areas. To make a deeper comparison, we
ation set O D; results shown in Fig. 2.9b
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also present that the indoor AP RSSI is much greater than outdoors. Hence, results
prove that deployments of most WLAN APs are dependent on the buildings. Current
mobile devices choose WiFi APs mainly relied on the current AP RSSI, so we can
infer from the measurement that it is much easier to obtain access to available WiFi
APs indoors rather than outdoors, and we also can infer that interferences indoors
are more serious than outdoors.

2.3.3.2 Indoor vs. Outdoor Interference of Public WiFi Networks

For more insights of WiFi networks, extra measurement experiments were also
conducted indoors. Figure 2.10 presents the comparison of WiFi AP density results
between the outdoors and the indoors. As shown in Fig.2.10a, over 60% outdoor
areas are covered with public WiFi APs ranged from 20 to 60, and nearly 20%
areas are covered with over 60 ones. The adjacent channel interference among WiFi
networks is shown in Fig.2.10a by public WiFi network density with the green
curve. As the previous analysis in Sect.2.3.2.2, the default frequencies of most
WiFi APs usually are configured on three independent channels (1, 6, and 11) in
2.4 GHz instead of other channels. Therefore, further public WiFi APs in the same
areas would potentially generate additional co-channel interferences as shown in
Fig. 2.10a with the red curve.

Figure 2.10b shows that 60% indoor areas are covered with public WiFi APs
ranging from 40 to 100, which is doubled with the outdoor result. The extreme
AP density at several indoor locations is over 200. Therefore, more serious
co-channel interference has been discovered indoors through the comparison of
Fig.2.10. Figure 2.10 shows that public campus WiFi networks suffer the co-
channel interferences from themselves rather than external private WiFi networks.
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2.3.3.3 Interference of Hybrid WiFi Networks

Figure 2.11 presents a comparison of densities between public networks and private
networks in measurement areas, where public and private networks construct hybrid
WiFi networks. Figure 2.11a shows that public campus WiFi density is higher than
private WiFi density on the average and 80% measurement areas are covered with
less than 20 private APs. Compared between the private and public WiFi APs,
densities of the public WiFi networks are almost doubled in the same locations.
It can be inferred from results that public WiFi networks are not only affected from
external private networks but also from the internal networks themselves.

To differentiate the network interference of hybrid network in various areas,
we defined the Relative Density Ratio as private AP’s density divided by public
AP’s density at a measurement location for further analysis. The defined ratios with
public;WiFirAPsintheshybridmetworksareas is shown in Fig. 2.11b. Results indicate
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that about 90% measurement areas obtain the ratio value smaller than 1, which
implies that the density of public APs is higher than the number of private APs at
the same locations. Results demonstrate that public campus WiFi networks suffer
from the potential interferences not only from those private networks but also from
themselves due to their high-density deployments.

2.3.3.4 Dynamic Frequency Selection Detection

To reduce the impact of spectrum interference, WiFi APs may adopt the DFS feature
which can dynamically adjust the WiFi transmitting frequency based on the channel
utilization of the WiFi APs in the neighborhood to avoid the busy channels and select
the appropriate working channel. As shown in Fig. 2.12, we tracked the number of
channels utilized by the same AP in our dataset. The results show that WiFi APs
enabling DFS account for only 20% over all the measured dataset and about 80%
percentage of WiFi APs do not change channel numbers at all. There might be two
reasons for this observation: one is that these devices may not support DFS; the
other one is that many users enable the DFS without configuring the WiFi devices
appropriately so that AP devices stay with the default factory settings.
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Fig. 2.12 Dynamic frequency selection (DFS) technology used in WiFi APs
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2.4 Characterization of WiFi Connection Time

During the WiFi sensing measurement process, the WiFi connection monitor
module will cooperate with WiFiTracer to record the overall connection process
when the public campus WiFi networks are available to use. Sensing results in
Fig.2.7 strongly recommend us that the connection measurement experiments
should be conducted in the following distinct areas, such as 1-3 areas on the
map shown in Fig.2.7a, where public campus WiFi networks have been densely
deployed.

2.4.1 WiFi Connection Dataset

Based on results analyzed from the WiFi sensing dataset, the measurement areas can
be determined for conducting the connection measurement experiments. Students
invited as participants are required to load the connection monitor module in WiFi-
Tracer and to move around in measurement areas during their daily lives. By over
2 months’ measurement, a WiFi connection dataset has been successfully collected
for various data of connection procedures, discussed previously in Sect. 2.2.

Table 2.4 presents a data summary of connection experiments conducted in
chosen areas covered with well-deployed public campus WiFi networks. Over
70,000 times of connection attempts have been successfully observed from the
measurement dataset, and only about 10% attempts have achieved the complete
connection procedure and smoothly set up the data communication link between
WiFi APs and clients. The dataset not only records the connection measurement
results of public campus WiFi networks but also contains private WiFi networks’
connection information for daily usages of participants.

From statistics in Table 2.4, the number of WiFi BSSIDs is much larger than WiFi
SSIDs, which can be inferred that actual public WiFi networks extend the network
coverage with multiple APs under the same SSID (recognizable network name) by
WiFi ESS (extended service set) technique. Once successfully connected to a WiFi

Table 2.4 Connection

Metric Amounts
measurement dataset -

Measure duration Over 2 months

Phone models 10

Platforms Android

Total connected WiFi SSIDs 69

Total connected WiFi BSSIDs 2255

Campus WiFi SSIDs 3

Campus WiFi BSSIDs 1643

Observed successful connections | 7289
Observed connection attempts 70,516
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network, the basic network information, like SSID, username, and password, will be
automatically recorded and stored locally at WiFi client side in Android system. Due
to WiFi networks normally recognized by SSIDs, this feature will engage the WiFi
client to trigger the connection procedure automatically once the previous connected
networks with the same SSIDs becoming available, which is quite applicable for
connection measurements.

2.4.2 Characterizing Successful WiFi Connections
2.4.2.1 Overall of WiFi Connection Time

Figure 2.13 shows the CDFs of successful connection setup times for chosen WiFi
networks, composed of AA times, handshake times, and IP acquisition (DHCP)
times. Results demonstrate that the DHCP time is much larger than the other phases
in the connection setup procedure, and occupies most of the connection time among
all connection aspects. Furthermore, the AA time and handshake time only dominate
a very small portion of the complete connection setup time, normally under 10%,
and present a quite different trend from the connection time. About 80% successful
connections can be completed within 10s, which is considerably acceptable for
mobile end users, and the main factor to influence the total connection time is
the DHCP phase, which exhibits the similar variation tendency with the curve of
connection setup time.

Figure 2.14 presents a close observation on the small portions of the connection
setup.procedureswhich.consists,of the.association phase, AA phase, and handshake
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phase, to demonstrate the detailed interactions during WiFi connections. Results
reveal that these minor time phases are quite short, but vital for the connection setup,
and some can be completed instantly without user’s awareness.

Nearly 90% of association times are under 400 ms and about 80% of AA times
are completed in 1000 ms. Note that the WiFi handshake mechanism, utilized by
WiFi APs and clients to identify each other based on some security specifications
(WPA or WPA2), is optional for the connection setup. If the WiFi network is open
and free accessible for WiFi clients without any security and authentication, the
handshake time will always be 0 ms. About 40% of handshake times remain O in the
dataset, due to some WiFi networks configured as “[ESS]” for totally free access
without any security mechanism. Currently, some public WiFi networks utilize
extra authentication portals, such as web access control servers or popular Android
tools like WeChat [24], to verify the clients’ intentions of WiFi connection, which
does not encrypt the wireless communication lines and totally does not need any
handshake procedure. It seems that the omitted handshake phase would shorten
the overall connection process; however, in real environments, this connection
approach needs the manual operations of WiFi clients and substantially lengthens
the connection time than the normal ones.

2.4.2.2 Differentiate WiFi Connection Time by Various Devices
Figures 2.15 and 2.16 show the dissections of the connection time under the variant

mobile devices. Figure 2.15 shows that the connection time range varies from
several milliseconds to several seconds, and all the measured devices have a median
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association time smaller than 1 s. 6 phone models have a 75th percentile of less than
500 ms and it is less than 2 s among all the measured phone models.

Figure 2.16 shows that 6 phone models have a median percentile of IP acquisition
time ranging from 3 to 5s, and for 2 phone models, the time is greater than 65s.
And, for one model it was greater than 10s. Measurement results show that the
Ip acqu1s1t10n time 1s malnly d1str1buted in the range of [2, 10]s. From these two

e e dominated part and greatly affects the overall
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2.5 Related Work

In this section, we review the measurement studies on WiFi networks. Spectrum
interference of WiFi networks have been examined in passive sniffing in a few
studies. In [25], Rose and Welsh designed the Argos system which deployed 26
stationary devices around a city to sense wireless devices using passive sniffing.
Argos is the first city-level wireless network inspection system that can detect,
measure, and analyze the performance of wireless devices and networks, including
network type, data traffic, and application type, etc. However, due to the specialized
devices and fixed deployment in Argos, it is quite expensive and has low flexibility
in the large deployment and measurement. Applying a similar carrier sensing mech-
anism, in [26] Paul et al. studied the interference of WiFi networks for detecting
misbehaving WiFi nodes. Van Bloem et al. studied the effect of different interference
sources on WiFi network, such as audio and video transmitter, microwave, and
Bluetooth [27]. The results showed that the audio and video transmission have a
serious impact on WiFi networks and lead to poor network performance.

Active measurement has also been applied in WiFi measurement. Sommer and
Barford utilized an Internet measurement web site to the clients and collected
more than 300 million user measurement results in 15 different areas [2]. They
compared various performance issues between WiFi networks and cellular networks
in distinct areas. Their results show that there exists notable room for improving and
optimizing the deployment for these two kinds of networks. In [28], Seneviratne
et al. investigated the WiFi connection setup time in a lab environment. They
examined the whole WiFi connection procedure between smart phones and WiFi
APs. They found that the WiFi connection time is strongly impacted by the DHCP
message transmission and proposed a scheme to accelerate the DHCP process for
reducing the WiFi connection time. Farshad et al. utilized an Android App, RF
Signal Tracker, to measure WiFi APs and networks in a typical European city
(Edinburgh) in [29]. Participants took buses as the carriers on the main roads in
the city and run the measurement tool in smartphones to characterize the urban
WiFi distributions and features using the MCS. WiGLE [30] aggregated the WiFi
measurement data collected by the war-driving measurement tool and constructed
the wireless network mappings on the Google map which was also visualized on
a web site. The results showed that WiFi networks have been hugely increased and
densely deployed in recent years, and WiFi devices have been experiencing potential
channel and spectrum interference in high-density deployment areas.

In this chapter, we designed and implemented a MCS platform to conduct a
comprehensive WiFi measurement study with the focus on two aspects in both spec-
trum interference and connection establishment during mobility in a real campus
network environment. We classified the interferences between the private and public
WiFi network. In particular, we inspected the overall WiFi connection procedure
by dissecting the detailed steps in the connection process with tracking connection
state transitions. We also analyzed the reasons for unsuccessful connections based
on our measurement data. Similar to [29], our results confirm that WiFi network
deployments have been increasingly dense and causing consequences.
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2.6 Conclusion

In this chapter, we conducted a measurement study of increasingly densely deployed
WiFi networks in a campus area based on the MCS mechanism. Due to no planning,
large-scale, and high-density deployment of WiFi networks, our measurement
results show that current WiFi networks have various problems in frequency
interferences. The campus WiFi networks suffer from the potential interferences
not only from private networks but also from themselves for the high-density
deployment in the main channels. With the growth of the public WiFi networks’
deployment density, the intra-network interference is becoming dominating, and
the aggregate interference becomes more severe. By supporting the measurement
tools using the MCS way on Android systems, we chose measurement areas
with well-deployed public campus WiFi networks to investigate the characteristics
of the connection setup time of WiFi networks. The WiFi connection setup is
the prerequisite condition for the WiFi connection and data transmission. Our
measurement results showed that the connection time deviates significantly on
different mobile devices.

Our overall measurement results showed that the current WiFi network deploy-
ments are largely unplanned and disordered and lead to the significant performance
degradation due to inter-/intra-interference, the competition, and sharing of chan-
nels. It may not be sufficient to solve these emerging problems in densely deployed
WiFi networks with the standard 802.11 protocols. Motivated by the findings in this
chapter, we will design and develop software-defined WiFi network infrastructure
and protocols to mitigate the interference and mobility to enhance the performance
and manageability of WiFi networks [31-33]. Our preliminary study have demon-
strated the feasibility of constructing a software-defined WiFi network testbed and
there exists the trade-off between performance and programmability of software-
defined APs [34].
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Chapter 3 )
People as Sensors: Towards a Qe
Human-Machine Cooperation Approach

in Monitoring Landslides in the Three

Gorges Reservoir Region, China

Zhenhua Li, Guoxuan Cheng, Wenming Cheng, and Hongbo Mei

Abstract Landslides are serious geologic hazards which have occurred in most
countries and can cause significant loss of life and damage to property. The loss and
damage may be avoided to some extent by monitoring and early warning systems for
landslides. Currently, the most popular method to detect landslides is the wireless
sensor network. In this paper, a human-machine cooperation system is proposed,
which not only employs 500 sensor sets to collect data in the conventional way but
also mobilizes over 6000 people to inspect landslides and gather data by simple tools
daily, to take advantage of human wisdom and mobility to remedy the weakness of
fixed sensors, which could not move, observe, think, and make decisions. For its 12
years of application in the Three Gorges Reservoir Region, China, the system has
successfully predicted most threats which take place nearly 100 times each year.

3.1 Introduction

Landslides are common geologic hazards worldwide which heavily threat human
life and property. On October 9, 1963, a huge landslide caused approximately 270
million cubic meters of rock and debris to fall into the Vajont reservoir, Italy, as a
result a wave overtopped the dam and destroyed many villages in the Piave valley,
with the loss of over 2000 lives.

For the detecting landslides, there are two types of observation method: remote
sensing and ground-based monitoring. The former uses satellite, unmanned aerial
vehicle (UAV), and even balloon to actively or passively monitor the surface
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displacement through optical, radar, and LiDAR technologies [2—4, 8]; the latter
utilizes sensor networks to detect the whole status of landslide, on both surface
and underground, such as surface deformation [1, 11], deep displacement [7],
groundwater level [12], rainfall [10], reservoir level (if there is a reservoir around)
[6], etc., or some or all of them [5, 9].

To take advantages of the above modern technologies, the government in the
Three Gorges Reservoir area constructs a multilevel, three-dimensional, and full-
time monitoring system to integrate Remote Sensing Monitoring System, Global
Positioning Satellite Monitoring System, and Comprehensive Monitoring System,
including over 500 sensor sets to collect data of absolute displacement, relative
displacement, groundwater level, pore water pressure, soil pressure, meteorology,
earthquake, earth sound, and human activities, and, in addition, mobilizes over 6000
persons to collect data by simple tools and inspect landslides daily, in an economic
way, to take advantage of human wisdom and mobility to remedy the weakness of
fixed sensors, which could not move, observe, think, and make decisions.

3.2 Project Description

The Three Gorges Reservoir region has been vulnerable to landslides, because of its
complicated terrain and climate. More than 70 geological disasters had taken place
in this area from 1982 to 2000, killing over 400 persons. Landslides have seriously
damaged the social and economic life in the reservoir area (Fig. 3.1).

However, the Three Gorges Dam Project, the largest hydroelectric dam in the
world, though it brings huge benefits such as flood control, power generation, and
navigation, etc., exacerbates the scale and frequency of the geological disasters, as
the water is pushed to its maximum level periodically. On July 13, 2003, just 1
month after it first impounded up to the 135 m, Qianjiangping landslide occurred in
Zigui County, which was responsible for the deaths of 24 people, and destruction
of 129 houses and 4 factories. To prevent and respond to risks of the geological
disasters, the Chinese government has so far invested over 250 million yuan in
monitoring nearly 4000 landslides in this area.

3.3 The Sensor-Based Monitor System

The Monitor System is composed of three subsystems: the Remote Sensing
Monitoring System, the Global Positioning Satellite (GPS) Monitoring System, and
the Comprehensive Monitoring System, to build a multilevel, three-dimensional,
and full-time monitoring and early warning platform.
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Fig. 3.1 Damages caused by landslides in the Three Gorges area

3.3.1 The Remote Sensing Monitoring System

As the Three Gorges Dam was built, the storage water level went up from 135 to
175 m. To explore the environment influence of reservoir impoundments, remote
sensing data in three stages: before filling, filling to 135 m level, and filling to 175 m
level are compared to investigate the changes. And, the remote sensing maps, along
with geographic information system and GPS system, became the foundation of the
Monitor System (Fig. 3.2).

3.3.2 The GPS System

The GPS Monitoring System adopts a three-layer hierarchical network architecture
(see Fig.3.3). The first layer, A-level, is the GPS control network with 15 control
points; the second one, B-level, is the GPS base network with 210 base points; and
the last one, C-level, is the GPS monitoring networks with 1070 monitoring points
on 127 landslides [13].
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Fig. 3.3 The GPS monitoring network

GPS monitoring points were built as can be seen in Fig.3.4. For surface
displacement monitoring, GPS technology yields 3D measurements with a high
accuracy (in the range of a few millimeters) and high frequency (hours to days).
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Fig. 3.4 The GPS monitoring points

3.3.3 The Comprehensive Monitoring System

The above two systems aim to detect surface displacement, the most important mea-
surement. However, there are other factors also significant to landslide monitoring.
According to geological conditions in study area, the Comprehensive Monitoring
System is developed to monitor the rain gauge, deep deformation (see Fig.3.5),
landslide thrust, and groundwater level (see Fig. 3.6). The first measurement, rain
fall, is an important factor to trigger landslide movement, and the latter three are
meaningful kinematic parameters of landslide process.

There is still another trigger of geological disaster in this area, the reservoir water
level, whose data comes from Changjiang Water Resources Committee.

3.4 The Human-Based Monitoring System: People as Sensors

The project employs over 6000 part-time local people to observe landslides and
upload results daily through mobile phone. To use people as sensors, there are two
obvious advantages in the Mass Monitoring System (Figs. 3.7 and 3.8):
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Fig. 3.5 Detecting rain gauge and deep deformation

Fig. 3.6 Detecting landslide thrust and groundwater level
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Fig. 3.7 Information bulletin of a landslide observer (the upper figures), mobile APP for reporting
observations (the lower-left figure), and warning devices, a gong & a loudspeaker (the lower-right
figure)

1. Machines are programmed to follow certain rules, while wise people can adapt to
new environments. In fact, there are no sensor networks that can replace people
to investigate landslides so far.

2. Besides the investigation of landslides, some measurements can be done more
flexibly and cheaply by people. In Fig. 3.9, a scrap of paper, or a tape can be used
to detect the movement of landslides.

3.5 The Monitoring and Early Warning Platform

To combine the Sensor-based Monitor System and the Human-based Monitoring
System and improve the efficiency of disaster response and preparedness, the
Monitoring and Early Warning Platform is built as follows (see Fig. 3.10).

The Platform is composed of 4 subsystems and 27 modules, as shown in
Fig.3.11. The subsystems are information system, early warning system, data
center, and administration system.
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Fig. 3.8 Penetration at the trailing edge of the landslide (the upper-left figure), crack at the trailing
edge of the landslide (the upper-right figure), the steep surface between the failed body and the
terrain (the lower-left figure), and road deformation in the front edge of the landslide (the lower-
right figure)

3.6 Conclusions

The monitoring and early warning system, combined the Sensor-based Monitor
System with over 500 sensor sets and the Human-based Monitoring System with
6000 people to monitor nearly 4000 landslides in 26 counties, has been run in the
Three Gorges Reservoir Region for nearly 12 years and it has successfully predicted
most threats which occur nearly 100 times each year, with no life loss.

The human—machine monitoring system, essentially a combination of Internet
of Things and Crowdsourcing, with Chinese characteristics, offers an economical
and flexible alternative to monitoring and prediction of geo-hazards, especially for
developing countries.

oLl Z'yl_ilsl
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Fig. 3.9 Scraps of paper to monitor wall crack (the upper figures) and a tape to measure the length
of landslide rapture (the lower figures)
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Chapter 4 )
Two Major Applications in Vehicular Qe
Ad Hoc Networks

Rear-End Collision Warning & Automatic Incidents
Detection

Binbin Zhou, Zhan Zhou, Gang Pan, Shijian Li, Hexin Lv, and Tiaojuan Ren

Abstract Vehicular ad hoc networks (VANETSs) have emerged in the past decades
as a significant type of networks, which consists of vehicles with sensors to
communicate. For its ad-hoc nature, VANETSs have great potential in a large number
of applications, within which rear-end collision warning and traffic automatic
incidents detection are two major applications. Because of the large number of
injury and consequent economic loss, rear-end traffic collision has become an
important issue and attracted a large number of attentions. In the past decades,
there have been lots of efforts paid on this field. Existing work usually employed
mathematical approaches or machine-learning approaches. In this study, we develop
a collaborative rear-end collision warning algorithm (CORECWA), which is able to
estimate and assess traffic risk in a collaborative and real-time way, and further
notify drivers the warning message timely. Experiments results have shown that our
algorithm outperforms the predominant method, HONDA algorithm. On the other
hand, traffic incidents detection has been a critical problem in the past decades,
due to the considerable economical cost and inestimable disgruntlement from
numerous drivers. We present a support vector machines (SVM)-based approach
for automatic incident detection (AID), in which the traffic data are collected by
VANETS techniques. We process collected data and utilize traffic variables in the
SVM model to confirm whether an incident occurs. Several experiments have been
conducted to evaluate our approach’s performance, and the results show that our
approach could outperform the other two approaches in most cases.
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4.1 Introduction

Vehicular Ad Hoc Networks (VANETS) have emerged in the past decades as a
significant type of networks, which consists of vehicles with sensors to commu-
nicate. For its ad-hoc nature, VANETSs have great potential in a large number of
applications, within which rear-end collision warning and traffic automatic incident
detection (AID) are two major applications.

It is well-acknowledged that the increasing traffic accidents can bring growing
injury and consequent economic damage. So, it has become a severe social problem
worldwide. Among them, rear-end traffic collision has attracted lots of attentions,
due to the high-frequent occurrence (almost 30 %) [1, 2]. Therefore, it is urgent to
develop rear-end collision warning system for message transferring and notification.

In the past, lots of efforts have been paid on this field [3-21]. All computation
methods would take traffic data into consideration, either traffic data from probe
vehicles or experimental data. In order to cover the aforementioned drawbacks, we
propose a COllaborative REar-end Collision Warning Algorithm (CORECWA), to
assess traffic risk in a real-time way and notify drivers the useful information timely.
Compared with HONDA algorithm, our method is able to get better performance
using a publically available dataset.

Meanwhile, traffic congestion has become a huge and increasingly severe
problem worldwide nowadays, due to the growing demand on transportation and
constraint resources supported by existing traffic infrastructures. Traffic incidents
play a crucial role in the traffic congestion problem. In this way, incidents refer
to abnormal events that occur to obstruct the normal satiny traffic flows and affect
the utilization of traffic infrastructures, i.e., traffic accidents, interception because
of hazard weather conditions. Hence, AID has been proposed and developed in
the past decades, and attracted the interest of a number of scholars. Accurate and
effective incidents detection could be helpful not only to relieve congestion, improve
traffic efficiency, and decrease fuel cost but also to provide reliable information
to drivers to reduce their travelling time. Usually, a large amount of traffic data
utilized for AID has been a sharp problem. Data collection methods using current
detectors (i.e., inductive loops and video cameras) have lots of shortcoming, e.g., the
limited detection range and high costs of implementation and maintenance. Hence,
we employ sensors nodes, which are widely used in VANETS, to detect, transmit,
and fuse traffic data.

We employ a support vector machines (SVM)-based approach to detect the
VANET-based incidents. And, we extract the most critical features related to
incidents occurrence, such as speed, occupancy, and volume, and then train SVM
through various feature combinations. Finally, we conduct experiments to evaluate
the proposed approach’s performance, and results present that our approach can
outperform the relevant state-of-the-art approaches in three well-acknowledged
evaluation metrics.
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4.2 Rear-End Collision Warning

Existing work in rear-end collision warning can be reviewed from two groups:
mathematical approaches and machine-learning approaches. There have been lots
of mathematical methods for rear-end collision warning problems. Minimum
Safety Distance-based methods and Minimum Safety Time-based methods are
two well-acknowledged methods. They mainly consider the essential distance or
time between two preceding and following cars as thresholds [3-8]. Based on
the two methods, there have developed some related methods, including MAZDA
[9, 10] and Honda [11]. Perception reaction time has been an important factor
in the methods [12, 13]. Its value varies from 0.5 to 2.5 s [13, 14]. They also
consider the minimum computed predictable time as a factor in the algorithm
design [15, 16]. There are also several machine learning-based studies in this field.
Researchers have focused on drivers’ behavior to improve traffic collision warning
methods [17, 18]. Neural networks have been used to adapt to warning message
for drivers by learning behavior models of drivers, using genetic algorithms to
optimize related parameters [17]. Wang et al. developed a driving-assistance system,
to push collision warning notices. Recursive least square methods can be used
to identify and transform drivers’ behavior information into the model and also
adjust parameters [18]. Furthermore, lots of studies using machine learning-based
methods to achieve improvement of reaction time-involved traffic collision warning
issues [16, 19-21]. Chang et al. developed a fuzzy-based method for traffic pre-
crash reminder using quantum-tuned BPNN-fused heterogeneous data, which are
identified and transmitted through vehicle-to-vehicle (V2V) communication [16].
Wei et al. proposed a multilayer perception NN-based approach for minimum safety
distance computation using the probe vehicle data [19]. There are also some studies
combining Fuzzy logic and MLPNN together to this problem, providing warning
notices for multidirectional collision situations [20] and automobiles in highways
[21], respectively.

Before processing for different goals for these existing methods, researches need
the traffic data first. Generally, they use sensors for the detection of preceding
vehicles or other traffic information. The information usually need a real-time trans-
mission to achieve the real-time traffic risk assessment, by V2V communication and
vehicle-to-infrastructure (V2I) communication.

To cover these drawbacks, we have proposed an algorithm named as CORECWA
that can assess traffic risk in a real-time way and notify drivers the corresponding
collision warning notices timely. CORECWA is utilizing some collaboratively
collected real-time traffic data, such as position and speed of preceding and
following cars, etc. Traffic risk can be evaluated in a real-time way, considering
space headway and current speed of the preceding and following vehicles, and
also drivers’ behavior characteristics, such as perception—reaction time. The results
depict that CORECWA could achieve better performance comparing with HONDA
algorithm.
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Fig. 4.1 An example of traffic scenarios

4.2.1 Problem Description

We formulate this rear-end collision warning problem as to notify drivers a warning
message when in necessary situation. Therefore, these drivers are able to keep safe
distance with appropriate actions.

To formulate this problem, we take an example of traffic scenarios in consid-
eration (Fig. 4.1). From the figure, we can see that a road segment having four
roadside units (RSU) has been illustrated, and all cars are able to monitor the
surrounding environment and transfer information. All cars in this road segment
would be detected by RSUs. For instance, when a car comes into this road from the
west, this car would be monitored by RSU_w1 immediately, and then RSU_w?2 can
receive this information that there is a car with unique car id entering in this road
segment.

Considering a rear-end collision warning problem, Car 1 is defined as a following
car. We should confirm the corresponding preceding car, and then estimate current
traffic risk. We define a threshold to discretize the traffic risk into three levels, under-
risk, slight-danger, and emergent situation. Here, TR(V) is defined as traffic risk of
car V. The objective is to estimate TR(V) and obtain a maximum threshold value
Thresh(V) to determine in which risk case drivers must take actions to keep safe, as
presented in Eq. 4.1:

Max Thresh(V) 4.1)

There are many relevant factors for the parameter. It is obvious that the distance
between preceding—following cars is important. Dst(V, RSUj;) and Dst(V, RSUj»)
are defined as distance between car V to RSU;; and RSUj; of the same direction and
road segment, respectively, i € {east, west}. vic(V) is defined as V' speed, and rs(V)
is defined as the corresponding road segment which car V belongs to.
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Fig. 4.2 Process of collaborative rear-end collision warning algorithm (CORECWA)

4.2.2 Our Collaborative Real-Time Rear-End Collision
Warning Algorithm

In this section, we propose CORECWA as shown in Fig. 4.2. The algorithm contains
three steps: the preceding vehicle identification, traffic risk computation of the
following vehicle, and traffic risk assessment of the following vehicle. The first
step is to confirm the preceding vehicle of the following vehicle. The second step
is to compute traffic risk of following car, and meanwhile estimate the maximum
and minimum thresholds of traffic risk. The last step is to assess traffic risk of
following car.

4.2.2.1 Identification of the Preceding Vehicle

In this step, the preceding vehicle of one particular following car would be
determined. As shown in Fig. 4.1, it is obvious that preceding vehicle of Car 1
is Car 2, not Car 3 which has the shortest distance to Car 1. Therefore, preceding
car identification cannot adopt the nearest distance method. The whole process of
preceding car identification is shown in Fig. 4.3.

At first, two cars Vp and Vr would be in the same road covered by RSUs of the
same roadside. When a car Vg enters into the road from the west, it will send a
message to the nearest RSU_w1. After that, RSU_w1 notifies RSU_w2 the event
of a newly arriving car. And then, these two RSUs would store this vehicle’s
information, and broadcast message to cars in the same road to inform them the
arrival of Vg, At that time, all ' vehicles in front of Vg would communicate with Vg
and estimate distances between them. The distance computation would have some
errors, because the location data would have some errors.
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Fig. 4.3 Process of preceding car identification

At last, Vg will compare all distances between one car in front of Vg and Vg, and
choose the vehicle with the shortest distance as the preceding vehicle.

4.2.2.2 Computation of Traffic Risk of the Following Vehicle

Then, traffic risk of Vg, which is defined as TR(VE), can be estimated with the basis
of the minimum safety distance. As presented in Fig. 4.4a, there have been two
cars Vp and VF in the same road with speed vlc(Vp) and vlc(VE), respectively, and
Dst(VE,Vp) defined as the distance between two cars is what we want to know, and
calculated in Eq. (4.2). After a certain time 7, as shown in Fig. 4.4b, Vg catches Vp
after a running distance of s(Vg) and s(Vp), respectively. With the consideration of
perception reaction time, 1.5 s is employed in our method due to the previous work
suggesting that 60 % rear-end collision can be eliminated with 0.5 s earlier warning
and 90 % rear-end collision can be prevented with 1.5 s earlier warning [22]. Here,
a(Vg) and a(Vp) are defined as the acceleration rate. sh(Vg,Vp) is defined as the
space headway of Vr and Vp.

Dst (Vg, Vp) = s (VE) — s (Vp) = (vlc (Vg) — vlc(Vp)) x (T + 1.5)

+% (a (Vo) —a(Ve)) x (T + 1.5 (42)

We also consider two typical traffic scenarios. From that moment on, Vp starts to
decelerate until it stops running with a distance of s(Vp) after time 7. Once Vp stops,
VF just catches Vp with the same velocity vlc(VE) and a running distance of s(VE).
In this scenario, Dst(VE,Vp) would be calculated in Eq. (4.4), and we define this
Dst(VEg,Vp) as Thresh_min(VEg) which refers to the minimum value of Thresh(VE).

_ vl ¢ (Vp)

4.3
a (Vp) *3)
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Fig. 4.4 An example
scenario of traffic collision

Thresh_min (VF) = (V] c (VF) —vlc (VP)) « (Vl C (VP)>
a(Vp)
1 vlc (Vp) 2
+1.5+ E (a (Vr) —a (Vp)) (m + 1.5) “4.4)

As in another typical traffic scenario, Vp keeps running in the same velocity of
vlc(Vp) with a running distance of s(Vp), and Vg just catches Vp with the same
velocity vlc(VE) and a running distance of s(Vg). Under this case, the Dst(VE,Vp)
would be calculated in Eq. (4.5), and we define this Dst(Vg,Vp) as Thresh_max(Vr)
which refers to the maximum value of Thresh(VF).

Thresh_max (Vg) = (vl ¢ (Vg) — vlc (Vp)) x (T +1.5) 4.5)

4.2.2.3 Assessment of Traffic Risk of the Following Vehicle

After the computation of Dst(Vg,Vp)T, Thresh_min(VE), and Thresh_max(VE), we
would compare their value, and take actions as show in Eq. (4.6). If Dst(VE,Vp) is
larger than Thresh_max(Vp), which means that it is a safe traffic situation and there
is enough long distance between Vp and VE, there is not any warning message or
suggestion message should be sent. If Dst(VE,Vp) is larger than Thresh_min(VE)
and smaller than Thresh_max(VE), which means that it is in somehow a traffic risk
situation with a certain safe degree although. Hence, a warning suggestion message
should be put forward. If Dst(VE,Vp) is equal to Thresh_min(VE), that refers to an
urgent situation occurs. In this circumstance, we should send a collision warning
message timely. Because these three steps run cyclical, the case that Dst(VE,Vp)
greater than Thresh_min(VE) would not occur.
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= Thresh_min (Vf), put forward a warning message and take brake;
Dst (Vg, Vp) ¢ > Thresh_min (V) and < Thresh_max (Vp), put forward a suggestion on message;
> Thresh_max (VE), nothing to do;

4.6)

4.2.3 Evaluation

Since a number of traffic data are not easy to collect, we adopt a public trajectory
dataset, known as Next Generation Simulation (NGSIM) trajectory data, for exper-
iments evaluation. These trajectory data contain car’s speed, acceleration, location
information, and so forth. To evaluate our algorithm’s performance, we choose a
well-acknowledged and popular algorithm HONDA.

As shown in Fig. 4.5, we compare the speed trends of preceding and following
cars on the basis of trajectory data with sampling rate of 0.1 s. We also present the
development trend of acceleration of the pair cars in Fig. 4.6. As presented in these
two figures, we can see that several relationships exist between the pair cars in speed
and acceleration. For instance, when the preceding vehicle has a sharp deceleration,
the following vehicle needs to conduct responsive actions to keep safe.

To validate our method’s effectiveness, we present the performance of HONDA
method in Fig. 4.7 for comparison. From this figure, we can see that HONDA
method is able to estimate traffic risk accurately in several critical durations, e.g.,
when the acceleration value or deceleration value is larger than 5 m/s>. However,
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there also have been some moments that HONDA method cannot detect the risk
situation accurately, such that it cannot notify the drivers the necessary information
timely, e.g., when the acceleration value or deceleration value is not high.

Our CORECWA algorithm has been presented in Fig. 4.8. It is obvious that our
method is able to monitor most of the risk traffic occasions. After that, drivers are
able to receive corresponding collision warning information. For instance, when the
acceleration value or deceleration value of following car grows sharply, our method
can recognize and estimate traffic risk of this following car, with warning decision
generation.
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4.3 Automatic Incidents Detection

There has been a large amount of studies adopting various techniques for AID
in recent years [23-37]. From the perspective of application fields, previous AID
approaches are mainly applied in two fields, freeways and urban roads. These two
application areas have different traffic characteristics. In freeways, traffic flow would
present in a smooth and satiny way with various traffic density, which result in
relatively homogenous traffic patterns [19]. On the contrary, traffic flow in urban
zones are guided and controlled by traffic signals and traffic police, which would
lead to a remarkable difference of traffic pattern compared with in freeways.

From the perspective of detection techniques, previous research generally can
be categorized into four groups, machine learning (ML)-inspired algorithms, time
series analysis (TSA), other comparative approaches, and hybrid approaches.
ML-based methods focus on traffic patterns and estimate the current detected
traffic variables whether it is incident-free [24-30]. TSA approaches underline
dynamic and abnormal changes of traffic [31-34]. There are also some comparative
approaches [35, 36] and hybrid approaches [37, 38].

We choose an SVM-based approach to detect the VANET-based automatic
incidents. SVM can be used for data analysis and pattern recognition through its
supervised learning models companied with associated learning algorithms [39,
40]. SVM are effective tools in a broad area of classification problems and robust
to irrelevant features [41]. We also extract the most critical features related to
incidents occurrence, such as speed, occupancy, and volume and then train an SVM.
Experiments have been conducted to evaluate the proposed approach’s performance,
on a publicly available dataset containing real-world traffic data in California, which
is used in a wide range of relevant studies. The simulation results present that
our approach can outperform the relevant state-of-the-art approaches in three well-
acknowledged evaluation. metrics.
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4.3.1 Problem Formulation

The problem of AID is how to detect the considerable abnormal traffic situation
from plentiful and dynamic changing traffic states, with only two results, incident
occurred or incident-free. It is similar to the binary classification problem. Our
objective is to find the red line to separate these green circles and blue triangles
into different sides. In this way, when some traffic variables are detected real-timely
and inducing a traffic situation deviation with regular traffic patterns, we can utilize
the red line to confirm which side these traffic variables should take place in.

To model this problem, we would consider a detector-equipped freeway road
scenario (see Fig. 4.9) which is divided into several segments due to detector’s
detection range. We assume that when each vehicle comes into a road segment,
the corresponding detector can sense its existence successfully.

We represent traffic variables in different segments as vectors x(7), i = 1,2,3,....N,
defined as a road segment label. Each x(i) has its own final result, defined as y(i),
¥(@) {—1,1}. Our objective is to find a function F in the following expression:

F:&£—>y 4.7

4.3.2 Our Automatic Incidents Detection Approach

In this section, we propose our AID approach based on the above-established model.
The work flow of our approach has been depicted in Fig. 4.10. There are four
steps: data collection, data preprocess, data utilization in SVM model, and situation
determination.
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Fig. 4.10 Work flow of our Raw Data
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When detecting traffic data, sensors equipped on roadside are usually the popular
choices due to their convenient deployment and maintenance, such as wireless
sensors. After the real-time traffic data is collected, they need to be preprocessed
in order to adapt to SVM model. In this model, when an incident happens in a
segment, traffic volume of this segment and following segments would grow rapidly,
with tangible reduction in the segments ahead. Similar change trends would occur on
segment occupancy. In terms of average traffic flow speed, the speed of this segment
and following segments would decrease obviously, with distinct improvement in
the segments ahead. Hence, we decide to treat both traffic volume difference and
speed difference between current segment and segment ahead as input variables for
the SVM model, which means that the data preprocess part should finish this job
when receiving all the traffic data collected. Moreover, we treat the historical data
as training data, and the real-time detected data as a new instance. The detailed
mechanism of the SVM model would be presented in the following. Based on the
output of the SVM model, we can confirm whether an incident happens.

Based on the analysis mentioned above, vector x(i) has two elements, traffic
volume difference between segment i and segment ahead i 4 1, defined as tvd(i,
i + 1), and speed difference between segment i and segment ahead i 4 1, defined as
sd(i, i + 1).

X(@)=(@vdG,i+1).sdG,i+1)7, i=123,....N (4.8)
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The objective is find a maximum-margin hyperplane o - £ + b = 0, which divides
the variables with y(i) equal to 1 from those with its value equal to —1. This problem
can be transferred to its corresponding dual problem. And, its purpose is to find the

. T
optimal o* = (ai‘, o, .. .oe;f,) .

N N
mln%Z Zoc,-ajyiyj <X,’,Xj>— Z(X,’
i=1j=1 1

4.9
st. Z a;y; =0 4.9)
i=1
O<eo;<C,i=1,2,3,...,N

After optimal solution is obtained, and

N
o = "o} yi& (4.10)
Z i ";:l g(p “4.11)

Thus,

F (&) = sign (a)*~§‘ + b*) (4.12)

The well-known sequential minimal optimization (SMO) algorithm is employed
for this problem with cost O(n*3) in training and cost O(v) in testing, where n is
defined as the number of data instances and v is defined as the number of support
vectors [42].

4.3.3 Experiments and Analysis
4.3.3.1 Experiment Data Preparation and Evaluation Metrics

The traffic dataset used for experiments is derived from the publicly available I-
880 database from the Freeway Patrol Service Project in California, USA [43, 44].
This dataset includes the traffic data we demand for, such as traffic volume and
speed. And, they also include abundant incident events, almost 45 lane-blocking
incidents [27].

The most common and widely acknowledged evaluation metrics for AID are
detection rate (DR), false alarm rate (FAR), and mean time to detect (MTTD). DR is
defined as the proportion of correctly found traffic incidents in all traffic incidents,
presented in Eq. (4.13). FAR is defined as the proportion of false decisions in all
incident-free cases, and presented in Eq. (4.14). MTTD is defined as the average
value of each period cost from the moment a traffic incident happens to the moment
the traffic incident detected, and presented in Eq. (4.15), where N is defined as the
total incident number.
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#of correctly detected incidents

DR = — (4.13)
#of all incidents
FAR — #of 'faI?e decisions 4.14)
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MTTD — etection ncident 41 5
> ~ (4.15)

i=1

4.3.3.2 Experimental Design and Analysis

In automatic incident detection problems, we would prefer higher DR, lower FAR,
and shorter MTTD, which leads to a multipurpose problem. The three goals are
difficult to achieve optimal solution simultaneously. A higher DR may cause higher
FAR and longer MTTD. Hence, we evaluate the performance separately, DR versus
FAR and MTTD versus FAR, respectively. Since our approach is based on SVM and
select different features in the training stage, we adopt two representative related
works [4, 18] as comparative approaches.

Figure 4.11a presents the detection rate comparison between an SVM baseline
approach [4], an SVM approach with speed variable [18], and our proposed
approach. From the figure, we can observe that our approach can outperform the
other two approaches in most cases. When the FAR is lower than 0.5 %, the
SVM baseline approach presents the best performance. With the increasing incident
number, all three methods have witnessed higher FAR, companied with higher DR.
At that time, our approach obtains the best performance and expands the difference
from the other two approaches.

90
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Fig. 4.11 Performance comparison. (a) DR comparison, (b) MTTD comparison




4 Two Major Applications in Vehicular Ad Hoc Networks 69

Figure 4.11b presents the mean time-to-detect comparison between the three
approaches. From the figure, we can notice that the three approaches have different
performances when with different FAR. When the FAR is lower than 1.4 %,
the approach from [18] achieves the best performance with much lower MTTD.
When the FAR is higher than 1.5 %, our approach can outperform the other two
approaches.

4.4 Conclusion

VANETSs have been a popular network comprised of vehicles which can commu-
nicate with each other. This kind of network can provide substantial potential for
vehicles’ applications, to help vehicle be more safe, smart, and flexible. Rear-end
traffic collision warning and traffic incidents automatic detection are two significant
applications in VANETs.

For the purpose of rear-end collision relief, we proposed a collaborative method
for rear-end collision warning problem, named as CORECWA. This method is able
to provide drivers the useful and timely traffic risk information, with the utilization
of surrounding traffic data detected and collected in a real-time way. The traffic data
used here includes location information and speed information of cars. Using these
data, our method is able to recognize the preceding car of one specific following car,
and then estimate current traffic risk collaboratively, taking the following factors
into considerations, such as velocity of two cars and behavior data of drivers (e.g.,
perception—reaction time). At last, we conduct experiments with the utilization of
a public traffic dataset, to verify our proposed method’s effectiveness. Experiment
results show that our method can have better performance compared with a well-
acknowledged method HONDA.

To detect traffic incidents automatically, we have presented an AID approach
based on SVM with appropriate features, with traffic data detected by VANET
techniques in a real-time manner. After several experiments conducted based on
a real-world dataset, we confirm that our features selected can be beneficial for
incidents detection, with higher detection rate and low mean time-to-detect with a
certain level FAR, compared with two representative related works. In the future,
we will optimize our work to further improve the detection rate, and we would pay
efforts to optimize current approach in order to apply into urban areas.

Acknowledgments This work is supported in part by Public Welfare Technology Applied
Research Program of Zhejiang Province, China (2014C33108, 2015C33028, 2015C33074, and
2015C33083), Research Fund of the Education Department of Zhejiang, China (Y201534553),
and Zhejiang Provincial Natural Science Foundation of China (LZ15F020001, LY13F010013,
LY 15F030004, and LY 14F020008).



70 Z.Zhou et al.
References
1. National Highway Traffic Safety Administration 2012 traffic safety facts. [Online] Available

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

at: http://www-nrd.nhtsa.dot.gov/Pubs/812032.pdf/

Li L, Lu G, Wang Y, Tian D (2014) A rear-end collision avoidance system of connected
vehicles. 2014 IEEE 17th international conference on intelligent transportation systems
(ITSC), Oct 8-11, Qingdao, China

. Chang T-H, Chou C-J (2009) Rear-end collision warning system on account of a rear-end

monitoring camera. In: Intelligent vehicles symposium, 2009 IEEE, pp 913-917

. LuGetal (2013) A car-following model based on quantified homeostatic risk perception. Math

Probl Eng 2013

. Sharizli AA, Rahizar R, Karim MR, Saifizul AA (2014) New method for distance-based close

following safety indicator. Traffic Inj Prev 16(1):190-195

. Kusano KD, Gabler H (2011) Method for estimating time to collision at braking in real-world,

lead vehicle stopped rear-end crashes for use in pre-crash system design, Paper published at
SAE international

. Oh C, Oh J, Min J (2009) Real-time detection of hazardous traffic events on freeways. Transp

Res Rec J Transp Res Board 2129(1):35-44

. Saccomanno F, Cunto F (2008) Comparing safety at signalized intersections and roundabouts

using simulated rear-end conflicts. Transp Res Rec J Transp Res Board 2078(1):90-95

. Seiler P, Song B, Hedrick JK (1998) Development of a collision avoidance system, Proceedings

of 1998 SAE conference, n0.98PC417

Doi A, Butsuen T, Niibe T, Yakagi T, Yamamoto Y, Seni H (1994) Development of a rear-end
collision avoidance system with automatic braking control. JSAE Rev 15(4):335-340

Fujita Y, Akuzawa K, Sato M (1995) Radar brake system. Proceedings of the 1995 annual
meeting of ITS America, 1, pp 95-101

Olson PL, Sivak M (1986) Perception-response time to unexpected roadway hazards. Hum
Factors 28(1):91-96

Yi ZZ, Erik KA, Karl G (2006) A new threat assessment measure for collision avoidance
systems. IEEE intelligent transportation systems conference, Toronto, Canada

Layton R, Dixon K (2012) Stopping sight distance, Kiewit Center for Infrastructure and
Transportation, Oregon Department of Transportation

Yang H, Ozbay K, Bartin B (2010) Application of simulation-based traffic conflict analysis for
highway safety evaluation. 12th WCTR, Lisbon, Portugal

Chang BR, Tsai HF, Young CP (2009) Intelligent data fusion system for predicting vehicle
collision warning using vision/GPS sensing. Expert Syst Appl 37(1):2439-2450

Onken R, Feraric J (1997) Adaptation to the driver as part of a driver monitoring and warning
system. Accid Anal Prev 29:507-513

Wang J et al (2013) An adaptive longitudinal driving assistance system based on driver
characteristics. IEEE Trans Intell Transp Syst 14:1-12

Wei Z, Xiang S, Xuan D, Xu L (2011) “An adaptive vehicle rear-end collision warning
algorithm based on neural network”, ICCIC 2011, Part VI. CCIS 236:305-314

Nijhuis J, Neu Ber S, Spaanenburg L, Heller J, Sponnemann J (1992) Evaluation of fuzzy and
neural vehicle control, Computer systems and software engineering, proceedings

Lemelson JH, Pedersen RD (1999) GPS vehicle collision avoidance warning and control
system and method, Patent No. US 5983161 A

National Transportation Safety Board (2001) Special investigation report: highway vehicle-
and infrastructure-based technology for the prevention of rear-end collisions. NTSB number
SIR-01/01

Luk J, Han C, Chin D (2010) Freeway incident detection—technologies and techniques.
Austroads, Sydney, p 72

Jin X, Cheu R, Srinivasan D (2002) Development and adaptation of constructive probabilistic
neuralnetworksin:freeway-incident:detections Transp Res 10C(2):121-147


http://www-nrd.nhtsa.dot.gov/Pubs/812032.pdf

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

Two Major Applications in Vehicular Ad Hoc Networks 71

Srinivasan D, Sharma V, Toh KA (2008) Reduced multivariate polynomial-based neural
network for automated traffic incident detection. Neural Netw 21(2/3):484-492

Yuan F, Cheu RL (2003) Incident detection using support vector machines. Transp Res Part C
Emerg Technol 11(3/4):309-328

Chen S, Wang W, VanZuylen H (2009) Construct support vector machine ensemble to detect
traffic incident. Expert Syst Appl 36(8):10976-10986

Zhang K, Taylor MAP (2006) Towards universal freeway incident detection algorithms. Transp
Res Part C Emerg Technol 14(2):68-80

Zhang K, Taylor MAP (2006) Effective arterial road incident detection: a Bayesian network
based algorithm. Trans Res Part C Emerg Technol 14(6):403—417

Xie K, Li X, Wang X, Xie G, Wen J, Cao J, Zhang D (2017) Fast tensor factorization
for accurate internet anomaly detection. IEEE/ACM Trans Networking 25(6):3794-3807.
https://doi.org/10.1109/TNET.2017.2761704

Tang SM, Gao HJ (2005) Traffic-incident detection-algorithm based on nonparametric regres-
sion. IEEE Trans Intell Transp Syst 6(1):38—-42

Teng H, Qi Y (2003) Detection-delay-based freeway incident detection algorithms. Transp Res
Part C Emerg Technol 11(3/4):265-287

Wei W, Shuyan C, Gaofeng Q (2007) Comparison between partial least square and support
vector machine for freeway incident detection. In: 10th international IEEE conference on
intelligent transportation systems. Doubletree Hotel, Seattle

Wang W, Chen S, Qu G (2008) Incident detection algorithm based on partial least squares
regression. Transp Res Part C Emerg Technol 16:54-70

Payne HJ, Helfenbein ED, Knobel HC (1976) Development and testing of incident detection
algorithms. Transp Res Rec 2., Report No. FHWA-RD-76-20, TRIS:316

Collins JF, Hopkins CM, Martin JA (1979) Automatic incident detection TRRL algorithms
HIOCC and PATREG, TRRL Supplementary Report, No. 526, Crowthorne, Berkshire, UK
Lu L, Chen S, Wang W, Zuylen Z (2012) A hybrid model of partial least squares and neural
network for traffic incident detection. Expert Syst Appl 39:4775-4784

Wang J, Li X, Liao S, Hua Z (2013) A hybrid approach for automatic incident detection. IEEE
Trans Intell Transp Syst 14:1176-1185

Gakis E, Kehagias D, Tzovaras D (2014) Mining traffic data for road incidents detection. 2014
IEEE 17th international conference on intelligent transportation systems (ITSC), pp 930-935
Wen HM, Yang ZS, Jiang GY, Shao CF (2001) A new algorithm of incident detection on
freeways. In: Proceedings of IEEE international conference on vehicular electronics, pp 197—
202

Cheu RL, Ritchie SG (1995) Automated detection of lane-blocking freeway incidents using
artificial neural networks. Transp Res Part C Emerg Technol 3(6):371-388

Platt J (1999) Probabilistic outputs for support vector machines and comparisons to regularized
likelihood methods. Adv Large Margin Classif 10(3):61-74

Petty KF (1997) Incidents on the freeway: detection and management., Ph. D. dissertation.
Department of Electrical Engineering and Computer Sciences, University of California
Berkeley, Berkeley

Al-Deek H, Fawaz Y, Noeimi H, Petty K, Rydzewski D, Sanwal K, Skabardonis A, Varaiya P.
Online. Available: http://ipa.eecs.berkeley.edu/~pettyk/FSP/1995


http://dx.doi.org/10.1109/TNET.2017.2761704
http://ipa.eecs.berkeley.edu/~pettyk/FSP/1995

Chapter 5 ®
Concurrency and Synchronization Qe
in Structured Cyber Physical Systems

Jitender Grover and Ram Murthy Garimella

Abstract Cyber Physical System (CPS) involves the integration of the Cyber World
and the Physical World. Structured Cyber-Physical Systems such as Wireless Sensor
Networks (WSNs), Medical Monitoring, Smart Grids, Process Control Systems,
Robotics Systems, Auto-Pilot Avionics, etc. are subjected to intense research and
development. Efforts are underway to build various special purpose CPSs, without
any disciplined effort to innovate theoretical principles required in their analysis and
design. In the past few years, control theorists began to intensify research efforts
to model and analyse special purpose, structured CPSs. When Concurrent Cyber
Physical Systems evolve on multiple time scales, synchronizing such systems is an
important problem. The literature on dynamical systems shows that the modeling
of concurrent systems received limited interest. It is clear that if concurrent CPSs
need to be analysed then taking Concurrency and Synchronization into account is
essential. This chapter represents one interesting solution to this problem, i.e. Tensor
State Space Representation (TSSR) for modeling and analysis of Concurrent Cyber
Physical Systems. Furthermore, the synchronization and temporal semantics are
absolutely essential for the control of CPSs evolving on Multiple Time Scales. Thus,
the concepts for handling concurrency and time-scales are inevitable in the design
and implementation of Cyber Physical Systems. This chapter basically presents an
analytical approach to design, monitor, and maintain dynamical concurrent systems.
Along with Concurrency and Synchronization, importance and management of
Temporal Semantics are also presented in this chapter. Effective methods like
Temporal Division of Labor and Edge Computing are proposed to deal with the
issue of sensors’ data fusion in multi-level servers. An Agent-based Framework is
proposed for Reliable and Fault-tolerant CPS architecture. The type of modeling and
analysis presented in the chapter will help in designing and implementing linear and
distributed Cyber Physical Systems in a better way.
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5.1 Introduction

Cyber Physical System (CPS) [1] involves the integration of the Cyber World
and the Physical World. The evolution of Cyber Physical Systems began with
the embedded systems [2]. Embedded systems are information processing systems
that are embedded [3] into a larger product like machines or devices [4, 5]. Some
examples of embedded systems can be found in the automotive sector when it comes
to safety systems like anti-lock braking system (ABS) to regulate the brake force or
the automatic four-wheel drive to increase traction or the airbag system that has
a sensor that notices the crash and an actuator triggers the release of the airbag.
Another example can be the traffic lights where pedestrians press a button to demand
green light. So the term embedded system is used for a hardware and software
system which is connected with the outside world through sensors and actuators
to handle a distinct task [6, 7]. Embedded systems are followed by networked
embedded systems. In the networked embedded system, a number of embedded
systems get connected with each other and integrated into a wider context [8]. For
example, a car, for instance, can be seen as an integrated control and information
system where ABS, climate control, gearbox, speed control information and the
motor control get connected to a system. Another example would be autonomous
aviation. When the pilot switches on the autopilot, then the engine, the position and
the speed of the plane need to be controlled. Also the actuators trigger adjustments
to meet the settings of the autopilot [9, 10]. These early form of Cyber Physical
Systems can be seen as networked embedded systems that are connected with each
other through the internet. In this way, the physical world and the virtual world are
merging as shown in Fig. 5.1. That’s why they are called Cyber Physical Systems
[11]. So, for example, cars in a city which can be seen as embedded systems share
physical data like speed or distance with other cars through the internet, we could
use these data to make road transport much more intelligent. It would be possible to
improve traffic flow or to reduce accidents.

Cyber Physical Systems consist of physical components [12] and cyber compo-
nents as shown in Fig. 5.1, that’s why we call them cyber physical [13]. Actually,
all Cyber Physical Systems are based on an information processing computer
system which is embedded into a product like in a car, plane or other devices.
These embedded systems do not stand alone anymore, they share their data via a
communication network like the Internet with cloud computing [14]. This way the
data from many embedded systems can be collected and processed in the cloud [15].
Connected embedded systems can be controlled decentralized via computational
unit where data can be processed automatically or by the human—computer interface.

CPSs and IoTs have become the technology of future [16]. It is the base of
Industry 4.0. The expansion of connected CPSs with us over the years is shown in
Fig. 5.2. In 2005, when Mobile Era started, humans were connected to only/mostly
three devices like Mobile, Computer, and Tablet through the Internet or other
technologies.
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In the IoT-Era, started in 2015, we own as many as 10-15 electronic devices
ranging from wearables to non-wearables. Now if we go towards future, there can
be more than 100 connected and concurrent Cyber Physical Systems and all over
the world 100 Billion concurrent Cyber Physical Systems & sub-systems can be
connected in the year 2025 and will keep on increasing over the years. There is
a high probability that all the sensor devices won’t work individually and will be
dependent on other devices as well. For the sake of simplicity, we can consider any
number of examples of a big Cyber Physical System like Airplane or Factory, where
the Cyber Physical System is the combination of a lot of sub-systems or sensors.
All the sensors/sub-systems need to work in tandem to produce an appropriate
input for the control server. If there is any error in that input, then the decision
taken by the control system will go wrong and can create any big damage to the
whole system. Apart from errors, if the sensed data is not synchronized and properly
interleaved considering time as a prime factor then it may create a wrong input for
the processing systems and feedback results can be severe.

There are many research areas and challenges related to those areas that are
associated with Cyber Physical Systems [17, 18]. Some broad areas are shown in
Fig. 5.3. Sensors Network (Wired or Wireless), their networking, writing software
on different levels, controlling sensor devices with actuators, building information
theories for data manipulations or aggregations, and last but not the least writing
formal methods in computer science to model and analyse the CPSs in a better
way [19] are some major research areas and challenges related to CPSs [20].
All the areas are merged into each other and research required careful effort
while solving one issue. For example, while solving issues related to ground level
implementation, issues like coordination between different sub-systems [13, 21],
synchronization between different sub-systems [22], aggregation of data depending
upon' the'capacity of network; requiremeiit of controlling through feedback loops,
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delay-tolerance of system in case of real-time system [23] must be taken into
consideration as failing in any of the other related part can make the whole system
collapse [5]. From the next section onwards, many of the fine-tuned research issues

and solutions will be discussed through analytical modeling and intuitive ideas.
For Cyber Physical Systems, there are many fields of applications [24]. Cyber
Physical Systems can be used for the energy provision in manufacturing to optimize
production processes, for assisted living and also in healthcare, etc. Structured
Cyber Physical Systems such as Wireless Sensor Networks (WSNs), Medical
Monitoring, Smart Grids, Process Control Systems, Robotics Systems, Auto-Pilot
Avionics, etc. [25, 26] are subjected to intense research and development. Efforts
are underway to build various special purpose CPSs, without any disciplined
effort to innovate theoretical principles required in their analysis and design. In
the past few years control theorists began to intensify research efforts to model
3 e e PSs [27]. When CONCURRENT Cyber
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Physical Systems evolve on multiple time scales, synchronizing such systems is
an important problem. One interesting solution to this problem is Tensor State
Space Representation (TSSR) for modeling and analysis of CONCURRENT Cyber
Physical Systems [28]. The literature on dynamical systems [29], modeling of
concurrent systems received limited interest. It is clear that if concurrent CPSs need
to be analysed, taking CONCURRENCY & SYNCHRONIZATION into account is
essential.

The analysis of concurrent and structured CPSs requires tractable models of
interconnected dynamical systems [30, 31]. Thus, theoretical efforts (modeling and
analysis) related to CPSs are actively pursued by many researchers [32]. Also,
design and implementation of prototype CPS are underway at many institutions
across the world [33]. The unification of CONTROL, COMMUNICATION and
COMPUTATION (Fig. 5.4) functions in multi-dimensional linear dynamical sys-
tems have been discovered and formalized. Specifically, optimal control tensors,
optimal codeword tensors, optimal logic function tensors are synthesized as the sta-
ble states of multi-dimensional neural networks. Furthermore, the synchronization
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and temporal semantics are absolutely essential for the control of CPSs evolving
on Multiple Time Scales. Thus, the concepts for handling concurrency and time
scales are inevitable in the design and implementation of Cyber Physical Systems.
The unified theory provides new insights into the global research activity for the
design and analysis of concurrent multi-dimensional linear systems evolving on
multiple timescales. Also, it will help the research organizations and industries to
build special case CPSs.

From systems’ viewpoint, we have an interconnected network of lin-
ear/nonlinear/hybrid/periodic/aperiodic/distributed/hierarchical dynamical CPSs
evolving on multiple time scales [34] (with several feedback loops from control
theory viewpoint) [35]. These dynamical systems could be loosely coupled
(Buildings’ Sensor Networks) or tightly coupled (Wireless Body Area Networks).
Some approaches to representing [33] concurrent linear dynamical systems and
synchronization of such systems evolving on multiple time scales were discussed
in the next section. For instance, a Wireless Body Area Network (monitoring
temperature, blood pressure, heart’s electrical activity (ECG), brain’s electrical
activity (EKG), ultrasound, brain imaging-CAT/MRI/FMRI) involves current
periodic/aperiodic, linear/nonlinear dynamical systems [36] evolving on multiple
time scales. Thus, such a network of Cyber Physical Systems naturally presents
important challenges for Smart Hospitals [37, 38]. It is realized that in most such
Cyber Physical Systems, in-network distributed computation takes place. Decision
fusion takes place at various levels of hierarchical network of Cyber Physical
Systems.

Analytical approach to design, monitor, maintain such dynamical systems exists
to some extent in the available literature [39]. But, several interesting new challenges
naturally arise and need extensive research efforts. For instance, fuzzy logic-based
decision support systems present new research challenges. Coming sections in the
chapter are going to address some of the important issues related to Concurrency
and Synchronization in Structured Cyber Physical Systems.

5.2 Concurrent Cyber Physical Systems: Modeling

5.2.1 Concurrency in Cyber Physical Systems

Concurrency is the phenomenon of things to happen in parallel in a system [40].
Cyber Physical System can have many subsystems running in parallel. If they are
non-interactive, then there is no need for concurrency control. But if they interact
and depend on each other, then serious concurrency control is required. In most
Cyber Physical Systems, several physical/physiological processes are concurrently
evolving in time on different timescales. For instance, Wireless Body Area Networks
(W-BAN) (e.g. sensors monitoring temperature, blood pressure, glucose level,
ECG, EKGQG, etc.) are evolving on different time scales and the information fusion
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occurs on different time scales. Coordinating and analysing data generated by such

concurrent Cyber Physical Systems is extremely important. Research related to

Concurrency Control in Computer Science will provide useful insight into designing

and coordinating Concurrent CPSs. It should be kept in mind that several new

research issues naturally arise in designing and analysing Concurrent CPSs.
Classifications of Concurrent CPS:

1. Discrete/Continuous Time
2. 1-D/M-D: Input—Output state space representation

Section 5.2.2 explains the solution for maintaining concurrency in Cyber Physi-
cal Systems and Sub-systems based on these classifications.

5.2.2 Coordination and Maintenance of Concurrent Cyber
Physical Systems

The basic characteristic of Cyber Physical and Embedded Systems is dependency.
The key reason is that whatever we do in our information processing, it has an
immediate impact on the physical environment. So in case, we do something wrong,
we might cause harm to some objects, we might cause harm to people, and that has
to be avoided under all circumstances. So, it’s not like the office automation where
in case there is a problem with some program, we just start the computer again. We
have to make sure there will be no harm caused due to CPS.

Cyber Physical and Embedded Systems must be dependable and this comes in
a variety of flavours and in a variety of aspects. One of the important aspects is
the maintainability which takes into account that systems might fail, and if they
fail it should be possible to repair these systems and it shouldn’t take too long. So,
therefore, we are defining maintainability where maintainability is defined as the
probability of a system working correctly t time units after an error occurred. Then
as a third aspect, we have availability. Availability is the probability of a system
working at a particular time. So, for example, let’s suppose that we have a system
which very predictively works for 999 h and then fails for 1 h and then works again
for 999 h and then fails again. So, such a system would have an availability of
99.9%.

Coordination is must in [41] Concurrent Cyber Physical Systems to make them
maintainable and available 24 x 7. If the concurrent systems or sub-systems lack
coordination between them, then the probability of failure increases and on the other
hand probability of availability decreases.
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5.2.3 Design Issues: Concurrent CPSs

Digital integrated circuits are used to realize Cyber Physical System which can be
a combinational, sequential or hybrid circuit as per requirement. Combinational
integrated circuits can have processing delay at each gate and propagation delay
as well. Depending upon the application and its tolerable delay, the design of the
system can be verified for meeting the daily requirement of the system. In the
sequential Integrated circuit as well, the delay can be calculated at design time and
it can be checked that it is meeting the delayed threshold or not? In the sequential
circuit, the current output depends upon the past Inputs and outputs and finite
state machine associated with such circuits help in finding average tolerable delay.
For meeting the requirement of delay and other constants analytical or simulation
tools should be used and processor competition power should also be taken into
consideration. So we require a tool for digital circuits’ performance prediction.

From the present Cyber Physical Systems’ implementation, it can be easily
observed that temporal semantics are not taken into consideration while designing
the software system for any CPS. Most of the available processors run the procedure
sequentially so to achieve parallelism in concurrent Cyber Physical Sub-systems, we
require careful interleaving of different procedures together [42]. Having multiple
hardware processes makes the concurrency task easy but it makes interactions
very complex. Involvement of several layers of software, communication between
running tasks, separate timing and clock in different processes always make it hard
to achieve concurrency on the hardware level. So it’s always better that we do
this task in software. In software subsystem, it is required to calculate the worst-
case execution time. It gives an idea that the system can meet the critical real-time
deadlines while designing the Cyber Physical System.

Further, in this section, we are going to discuss modeling method for linearly
interacting concurrent Cyber Physical Systems in one/two/multi-dimensions. It is
done by stacking the states of concurrent Cyber Physical Systems in different
dimensions. Modeling Method can also be generalized for nonlinear concurrent
CPSs as well.

5.2.4 Modeling Linear Concurrent CPS

Equation (5.1) represents the concurrent physical processes happening at the same
time. Their state is represented as a scalar function of time.

{pit) =1=<i <N} (5.1
Equation (5.2) represents these physical processes as an N-dimensional vector.

It can be seen as the state of all the concurrent coupled scalar valued processes. It
is advantageous in examining multiple inputs and outputs in a linear or nonlinear,
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time-varying or invariant system.

p1(t)
p2(t)
P@t) = : (5.2)

pN-1()
pN (1)

If input of systems is represented as /(), then
d
L0 =hH(P. L1 (5.3)

Q@)= fa(P, L1) (5.4)

Equations (5.5) and (5.6) represent the concurrent systems when they are time-
varying and Eqgs. (5.7) and (5.8) represent when they are time invariant.

%P(t) = X1 (t) P(t) + Xa(1) 1 (t) (5.5)
Q1) = X3(1) P(t) + X4(1) 1(1) (5.6)
%P(t) = X1 P(1) + X2 1 (1) (5.7)

Q@) =X3 P(t) + X4 1(1) (5.8)

For the linearly coupled systems, systems are represented as a vector-valued state
rather than scalar valued state. M(r) (Eq. 5.9) is the NxN state matrix of coupled
concurrent systems. Equation (5.10) and A(z) given in Equation (5.11) is the output
matrix linearly coupled concurrent system. Similarly Egs. (5.12) and (5.13) show
the same for time invariant concurrent systems. Here, concurrent processes’ state is
shown as vector value. The linear coupling matrices X1, X2, X3, X4 are homogeneous
for M(¢).

M(1) = [S1(2) : $2(1) : SN ()] (5.9

%M(x) = X1(t) M(t) + X2(t) 1(1) (5.10)
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A(t) = X3(t) M(t) + X4(t) 1(1) (5.11)
d - _ _

EM(t) =X M(t)+ X2 1(2) (5.12)

A(t) = X3M(t) + X4 1(1) (5.13)

Equations (5.14) and (5.15) show the state space representation of discrete time
concurrent Cyber Physical Systems/Sub-systems. Same way state space representa-
tion of time-invariant Cyber Physical Systems in discrete time can be generated.

M(x+1) = X1(x) M(x) + X2(x) 1(x) (5.14)

A(n) = X3(x) M(x) + Xa(x) 1(x) (5.15)

Instead of coupling matrices, 3D arrays can also be used to the present homo-
geneous linear concurrent systems rather than using coupling matrices {X1, X», X3,
X4}. Outer product computation using tensor “X” and “S” is given below. It will
generate a SD array “R”.

Xil.iz,is'S./'l,jz = Rkl,kz, k3 ka ks

Equations (5.16) and (5.17) show the state space representation of heterogeneous
linear Concurrent Cyber Physical Systems. They are required to be represented
using multi-dimensions rather than single dimension so a matrix or a 3D array or a
multidimensional array (tensor) is used to represent such states. Systems can be in
discrete or continuous time as well. Here discrete time is taken into consideration.

Sh+1D=X1(x) Sx)+ Xa2(x) I (x) (5.16)

T'(n) = X3(x) S(x) + Xa(x) I(x) (5.17)

For multidimensional linear Cyber Physical Systems, Egs. (5.18) and (5.19)
are evolved as shown below. Here Xj(x) is a state coupling multidimensional
tensor presented with the order 2r. S(x + 1) is the system state at ‘x + 1’
discrete time index. Similarly S(x) is the state at ‘x’ time index. X»(x) is the input
coupling multidimensional tensor with the order represented as ‘r + 1. T(x) is
the multidimensional output tensor with the order represented as ‘x ‘. I(x) is the
varying multidimensional inputs answer with the order ‘I’. X3(x) and X4(x) are the
multidimensional tensors with the orders ‘s + r’ and ‘s + 1’ respectively, used as
tenses to the output dynamics.
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Sit iz 0+ 1) = Xy ipjy ) O -Sjje O) + Xaiyoingy ) G- Ly jy (X)
(5.18)
Tgy.qs x+ 1) = Xg... dsj,.. i) S () + Xgy qu,,.,.,,,)(x)'l./'l, ----- i)

(5.19)

5.3 Synchronization of Concurrent Cyber Physical Systems

5.3.1 Networked Cyber Physical Systems: Synchronization

The approach for synchronizing the Cyber Physical Systems discussed earlier
requires complete knowledge of system dynamics. In many [43] CPS, the dynamics
are not completely/perfectly known. For synchronization of such systems, the
following approach could be utilized.

We need to estimate the maximum delay involved in knowing the output for worst
case input (it should be noted that the system could be implemented in software)
[44, 45]. The idea is best illustrated by a parallel connection of software/hardware
systems. The systems require processing delays (for worst case input) which are all
not necessarily equal.

Hence, the system to which the outputs of parallel systems constitute input must
receive all the inputs in a synchronized manner. Thus, as shown in Fig. 5.5, delay
buffers are necessary. In general, based on the network topology, synchronization
is achieved by optimally buffering/delaying the inputs/outputs in an intelligent
manner [46, 47]. Such an approach is already utilized in some robotics applications,
for instance, Critical Path Method (CPM) is well known. Synchronization of CPS
should be concentrated on the following classifications:

* Replicated Decoupled/non-interacting CPSs
* Replicated Coupled/interacting CPSs

5 Sec | { Delay(1 S)
1 “DQ
2 Sec | Delay(4S) | | CPS
- 6Sec | | Delay (0S) |

Fig. 5.5 Delay buffers in parallel systems
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5.3.2 Clock’s Synchronization: Multidimensional CPSs

As most of the physical processes in Cyber Physical Systems happen at multiple
time scales [48, 49] the mark distributed coupled linear CPSs on different time scales
[50]. Representation of search Cyber Physical Systems and their respective States
can be represented as given in Egs. (5.20), (5.21), and (5.22).

[mu)}:[m“z} (3) +[mm] () (5.20)

p2(x) 12l p, (ti) 2152 1 | ¢, (ui)
2 2

Dynamics of linearly interacting concurrent Cyber Physical Systems on multiple
time scales are represented in Eq. (5.20), where {1, 2, u1, up} is a scalar value
related to discrete time and happening on separate time scales. The value is >1 and
they are coupled.

LCM {t;. 1) =uand x' = = (5.21)
u

LCM of {#1, 1p} is calculated in Eq. (5.21).

pi(ux)] _ [rir2 [ o1 (fix) st sz | [ a1 (fix))
A= AT , (5.22)

p2 (ux’) r1 2 ] L p2 (f2x) s21 522 ] L g2 (foX')
After applying Eq. (5.21) to Eq. (5.20), we got Eq. (5.22). A common global

clock can be defined using LCM of {u, 1, f2}. It solves the problem of synchroniza-
tion in Cyber Physical System by defining the system on a single time scale.

5.4 Temporal Semantics: Design of Cyber Physical Systems

Design issues related to embedded systems naturally provide insights into the
choices of hardware and/or software systems employed in CPS [51, 52]. But various
emerging CPSs naturally require time-critical guarantees on the processing of the
data generated by the Concurrent Cyber Physical Systems evolving on different time
scales [53]. The research related to REAL TIME OPERATING SYSTEMS (RTOS)
will provide interesting insights into providing time-critical guarantees on results
generated by various sub-systems in CPSs. Thus, the design of SOFTWARE SYS-
TEMS must necessarily ensure that temporal semantics [54] are taken into account.
Existing programming abstractions (paradigms) must necessarily be redesigned to
ensure that real-time performance guarantees are provided.
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Fig. 5.6 Real-time and non-real-time CPSs

5.4.1 Classification of Cyber Physical Systems (CPSs)

One possible classification of Cyber Physical Systems (CPS) is [55] (Fig. 5.6)

e Real-Time CPS and
¢ Non-Real-Time CPS

A hard real-time system is one way or the computation has no value whatsoever if
the time constraint is not met [56, 57]. Examples are control systems for industrial
processes, Air Traffic control, and vehicles’ subsystem control, etc. [58, 59]. The
soft real-time system is the one having the property of timeliness of a computation
where the value of computation decreases according to its tardiness. Examples are
data acquisition systems, telecommunication, internet video, VoIP, etc. Non-real-
time systems are the one having no time deadline at all to complete any task. If
there is one, then failing to meet that deadline doesn’t affect the system at all. One
example is a computer simulation.

Considering Real-Time CPSs, deadlines are of two types [60]:

* Those which can be met with software/hardware resources.
* Those which can’t be met. This can happen and there is no hope, e.g. Disaster.

Since any CPS involves hardware and software sub-systems [61, 62], it is
essential that these sub-systems meet the time-critical deadlines. Otherwise, such
real-time CPS will be unable to meet the performance guarantees essential for the
operation of such systems.
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Fig. 5.7 Sensor node architecture

5.4.2 Real-Time CPSs: Temporal Semantics

5.4.2.1 Goal: Optimal Utilization of Software/Hardware Resources
to Meet the Time-Critical Deadline

We first consider hardware subsystems. Since any CPS involves the integration of
cyber world and physical world, most of the time a sensor/transducer (wired or
wireless) is essential. Most sophisticated sensors have (Fig. 5.7) (a) Transducer; (b)
Communication unit (transceiver in the case of wireless sensors), (¢) Computation
unit, (d) Analog-to-Digital Converter, (e) power unit, etc.

The current state of technology determines the speed of A-to-D converter. It
imposes units on how fast digital signal is generated from the analog signal. Such
technological limitations must be kept in mind when a CPS is designed. In effect,
only currently realizable (technology wise) time critical deadlines can be met in
current CPS. It should be noted that through “intelligent” utilization of available
resources (e.g. time, memory, processors, etc.), sometimes critical deadline can be
met. We illustrate an innovative idea which enables meeting temporal deadlines
related to computation at the sensor.

We first state the problem of time-critical computation problem [63, 64] at a
sensor/embedded system and how it can be solved through intelligent computation.
Consider a temperature sensor monitoring a phenomenon and is required to locally
compute a function such as mean, min, max, etc. Specifically, minimum fusion
function needs to be computed within a “Critical Time”, e.g. Tp. It is clear that
as the number of sensed samples increases, the computation time with existing
computation hardware proportionately increases. We propose the idea of TEMPO-
RAL DIVISION OF LABOUR (Fig. 5.8), i.e. as and when the sensed temperature
data becomes available locally the fusion function is immediately computed and
stored in memory (so that a large number of samples are not accumulated). Thus,
proactive intermediate computation of fusion function and storage of local fusion
function values can be utilized to efficiently compute the fusion function over a
larger timescale. This approach enables the sensor to meet the critical time deadline.
In' this case; “efficient” utilization of computing resources potentially enables the
deadline to be met.
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Fig. 5.9 CPSs with edge computing and cloud

Example: MEAN of N samples -> ‘Tp’ Time. Buffer samples on a finer time
scale ‘dy’ store the value, i.e. mean on a Finer time scale Ndy samples on a Coarser
timescale takes more time.

5.4.2.2 Effective Idea: Edge Computing

If we require to manage real-time (with hard and soft deadlines) and non-real-
time (or relaxed real-time computation) computation, the hierarchical architecture
of cloud-fog-mist-dew computing can be utilized as shown in Fig. 5.9. This is also
called Edge Computing architecture. Edge Computing has emerged as an advanced
technology for future CPSs and IoTs It seems to solve the issues of managing delays

n b 0 Along with this, it is going to resolve the
in core Internet in coming years.
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Edge Computing is the computing in Cloud Servers near to the physical sensing
environment [65, 66]. Cloud Servers on Edge are also called Fog Servers or
Cloudlets [67-69]. They can be just a few hops away from the sensors so decreases
the delay dramatically for real-time applications. Even with the lower configuration
than a Cloud Server, Fog Server [70, 71] gives better performance by removing
the delays of data transmission in Core Internet [72]. This [73] Cloud Hierarchy
can be extended further to the Extreme Edge, where computation is done in Mist
Servers situated in the vicinity of the sensors just like a private Cloud. There
can be many Mist servers available in the boundaries of an organization/institute.
Mist servers further manage the delay-sensitive applications better, for example,
managing industrial pipeline issues, fire alarms, etc. [74, 75] Computation in
Extreme Edge can be done in Sensor Nodes as well [76]. Processors nowadays
have the capability to manage some data locally and can do local computations.
This is called Dew Computing. There can be local fusion at a sensor on a finer time
scale followed by storage locally or fusion over a coarser time scale [77] on stored
samples meeting the critical time deadline. Thus, we have a temporal hierarchical
fusion of sensed data [78].

A similar idea is applied for opportunistic Communication [79] and control. For
this, we can sense all the free channels at any point of time, snatch the band when
available and locally transfer to the intermediate node and then to the destination
node. This idea can be applied to Edge Computing as well to transmit data over to
the Cloud from Fog Server.

5.4.3 Software System: Temporal Semantics

In the design and analysis of algorithms, various sorting algorithms are thoroughly
understood/analysed for time complexity as well as memory complexity [80, 81].
Thus, any application (for instance, sorting marks of students) which uses an
efficient sorting algorithm can be predicted for the amount of time taken for
generating the output (for worst case input). This conclusion is true for various other
algorithm based applications. But there are other software systems (e.g. software
switches/routers) for which estimating the time required for getting desired output
cannot be easily predicted. Formal computational models of special/general purpose
software systems are very useful to determine the time to generate an output given
worst case input [81-83]. Software testing approaches could also be adopted for
estimating the time complexity.

Most software systems are designed to be modular involving “Func-
tions/Subroutines” which can be tested for estimating the time complexity under
worst case input. Most Cyber Physical Systems are based on software and/or
hardware systems. Thus, temporal semantics must take into account the architecture
involving the integration of software and hardware systems.
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It should be kept in mind that extensive testing of distributed software/hardware
systems may be prohibitive in terms of time required and may not be possible. Thus,
new innovative solutions need to be discovered.

5.5 Reliability and Fault Tolerance: Concurrent Cyber
Physical Systems

5.5.1 Fault Tolerance

The design of [84] Concurrent Cyber Physical Systems evolving on multiple time
scales must be fault tolerant and failure tolerant [85]. Such a design is very critical
since failures/faults in sub-systems could be very disastrous in various applications
[86]. Fault/failure tolerant system design is investigated by various researchers. Such
results provide useful insight in the case of Cyber Physical System design. But
the highly interconnected network of Cyber Physical Systems presents various new
challenges which are not addressed in the traditional fault-tolerant design.

5.5.2 Fault/Failure Localization:

From a coarse description viewpoint, a graph captures the topology of the intercon-
nected network of Cyber Physical System that potentially spatially distributed and
evolving in time on multiple (time) scales.

Diagnostic subsystem embedded into the CPS network must be designed such
that fault/failure localization and repair can be done in real-time [87]. In other
words, a network of CPSs should be designed for fault/failure tolerance. Well-
known approaches such as Design For Testability (DFT), BUILT In Self Test (BIST)
in embedded system design provide useful indications/hints.

From a control theoretic viewpoint [88], coupled CPSs involving many feedback
loops must be analytically and/or simulation-wise be examined for “stability”
issues. In fact, new technologies are required when some of the CPSs are nonlinear.
Issues such as positive feedback, resonance must be tested so that small distur-
bance/noise are not amplified significantly leading to failure of subsystems. The
design of the architecture of networked CPS will involve new problems, solutions
from a graph/hypergraph theoretic viewpoint.
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5.5.3 Architectural Considerations: Cyber Physical Systems

It is essential that the architecture of any CPS is able to localize fault (fault detection
and localization) and be designed in such a way that the entire system is fault
tolerant.

In the case of distributed, networked Cyber Physical System there are at least two
categories with respect to the topology:

» Topology of networked CPS is under the control of user: Controlled Deployment
* Topology of networked CPS is not under the control of user: Uncontrolled
Deployment

Example Consider a wireless sensor network deployed in a building to detect
and communicate FIRE in the building. In this case, the user can control the
topology/deployment of the wireless network.

Suppose the wireless sensor network is deployed in a forest (using say Heli-
copter) to monitor and communicate FIRE. The topology/deployment is not under
the control of the user. We can also run into distributed networked CPS in which
the topology of a portion of the system is under the control of the user and some
portion is not under the control of the user. It should be noted that those CPS whose
topology is under the control of user are easy to monitor/diagnose and operate.

We are thus naturally led to the design of distributed CPS that are easy to diag-
nose/monitor and maintain. As in digital telephone networks, the CPS is integrated
with an Operations Support System (OSS) for diagnosing/ monitoring/maintaining
various subsystems. For such purpose, we propose an overlay network. Such
operations support system could be based on modeling abstractions of distributed
CPS. The main challenge is that the dynamics of the physical/physiological system
could only be partially understood.

In some cases, the dynamics are highly nonlinear and not well understood. One
usually resorts to simulations to partially understand the dynamics of such systems.
Let us consider the example of Wireless Body Area Network (WBAN). Even though
diseases of various organs and their functioning/malfunctioning is understood to a
limited extent, well-designed WBAN can monitor the health of various interacting
organs in real-time and can provide good diagnostic support to the doctor. The
equipment such as ECG machine, MRI scanner can be endowed with software
to analyse the 1-D/2-D/3-D signal locally and provide diagnostic help. Also, the
equipment could be locally networked to monitor the health of various interacting
organs.

In reliability theory applied to fault-tolerant computing systems, various inno-
vative ideas are proposed [89]. Some of those ideas are also applicable to Cyber
Physical Systems [90]. Various types of redundancy (e.g. 1-in-N redundant systems)
are incorporated to make the entire system sufficiently reliable. By means of test
inputs fed to various CPS (Wired Communication or Wireless Communication), it
could be possible to monitor the health of various subsystems in a large system.
Thus Operations Support Systemcanrmonitor the health of distributed CPS.
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The architecture of wired/wireless sensors could be modified to be able to
locally compute fusion functions such as Mean, Median, Mode, etc. on a finer
timescale. For instance, underwater sensors can be designed to monitor the earth-
quake/tsunami. Also, existing sensor designs should be modified in such a way that
the architecture is tailored to the MAC, routing protocols utilized to network the
Sensors.

5.5.4 Reliability and Fault Management Using Edge Servers

Internet of Things (IoTs) has emerged as a mechanism for connecting physical
world and the cyber world via Internet [91]. So while talking about the reliability
and fault tolerance in CPS, the whole mechanism can be represented as IoTs
alternatively.

5.5.4.1 Reliability and Backup Policy

One of the important aspects in CPSs is reliability [92]. Reliability refers to the
probability of a system working correctly, provided it was working correctly at time
t equals zero. That means we are considering the probability over time that the
system is working.

To construct a reliable CPS or IoT-Cloud infrastructure the replication of sensed
data is very important [93]. The redundancy in data makes sure the feedback for the
actuators based on the past sensed data [94, 95]. The backup system can take over
the control in case of any failure. For Clouds, we use the concept of AZ (Availability
Zone) for backup that can be used in case of any disaster or failure in the Cloud
server [96].

Now while using the concept of Edge Computing, the focus is on running CPS
Applications from the Edge of the network rather than from the cloud that is so far
away from the end sensor devices. So for all the possibilities [97], Fog and Mist
level servers should also have backup servers on their levels to run the applications
from alternative servers in case of failure of any one of them.

The multi-layered architecture is reliable [98] in the sense that even if there are
no alternative servers on the same layer having data replications, there is a guaranty
of replication of sensed data on the higher and upper layer. The volume of data for
the same sensor may vary on Dew, Mist, Fog and Cloud layers [99] but it would
be there on all layers to take over the system in case of absence of any server on
any layer.
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5.5.4.2 Fault Tolerance and Agent

By definition, Mobile Agent is a special purpose software code that can transfer
itself from one machine to another, but practically it is the same code running on
all the machines and just data gets transmitted from one system to another. Mobile
Agents are very helpful in managing distributed systems as there is no central system
to manage them. In this proposed work, the faults [100, 101] in the whole hierarchy
will be managed by Mobile Agents.

Here Agent will work as Resource and Network Monitoring Agent. It will share
the neighbour information and link state information with other agents on alternative
servers [101], if available. Except monitoring, they will also be responsible for
assigning the priority to the CPS applications depending upon their delay-tolerance.
This priority information will be used at the time of load distribution [102] of a
particular server in case of impacted failure or impacted scheduled shutdown activity
[103]. It will also help in new path discovery [104] after the load distribution in the
case of faults. It will also keep a check on timing intervals of monitoring and backing
up the data.

Figure 5.10 shows the recovery process in case of faults and scheduled shut-
downs, reactively and proactively in respective case. It is depicting the complete
fault tolerance cycle of the hierarchy between Dew, MIST, Fog and cloud. Here the
fault tolerance has been achieved by exploiting the capabilities and benefits of an
agent, which is basically a software program running on each server. Also at the
time of any fault occurrence, the whole responsibility has been assumed/assigned
for upper layer agent, not the affected layer’s agent.

5.6 Agent Working in Different Conditions

1. As per assumption, the reason behind any fault/shutdown can be either any
scheduled activity or any sudden activity.

2. Any sudden or shutdown activity comes with two possibilities that either it’s
going to affect respective server/device or no effect at all on server/device.

3. So as per represented in the graph if the ongoing activity is effectless then for
scheduled event agent will move with proactive actions which are basically to
send notifications to the all respective whereas for sudden activity agent will
look for reactive action.

4. For any sudden fault, the agent will fetch priority index for all applications of the
affected server and immediately it will check if any other server available on the
same layer [104, 105] (either in same or different availability zone). After that it
will do application migration [106] and connection redirection and then will do
the load transfer activity as per the sequence given below:

Total load = C
Server S can handle (load) =T
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Fig. 5.10 Agents’ working in faults




94 J. Grover and R. M. Garimella

if T>0,
then

Transfer T (load) — S
Transfer (C-T') load — upper layer

elseif T =0
Transfer whole load — upper layer

5. But unfortunately, if no other same layer server is available, then it will point for
the upper layer to transfer the whole load.

5.7 Conclusion

This book chapter is all about providing appropriate models and solutions for
Concurrent Cyber Physical Systems. The chapter takes into consideration the
concurrency and the synchronization requirement of the systems. Tensor State Space
Representation (TSSR) is used to model linear concurrent Cyber Physical System.
The model works for both homogeneous and heterogeneous type of systems. The
chapter also defined the idea of delay buffers for synchronizing multiple sub-
systems and model for clock synchronization of multidimensional Cyber Physical
Systems. Importance of Time or Temporal semantics can’t be denied in concurrent
systems. Importance of time in real-time Cyber Physical Systems is discussed
and a time-oriented solution “Temporal Division of Labour” for data fusion on
multiple levels of systems is represented. At last, one advanced technology Edge
Computing was discussed as a solution to multiple issues. It has been shown that
how the hierarchical Cloud can manage temporal data and how it can also deal with
reliability, fault tolerance and fault localization issues. All the formal discussions
regarding CPSs are very important to have a theoretical understanding of issues and
their solutions.
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Chapter 6 ®
Survey on Access Control Models Qe
Feasible in Cyber-Physical Systems

Mikel Uriarte, Jasone Astorga, Eduardo Jacob, Maider Huarte,
and Oscar Lépez

Abstract Security is a key aspect in the development of innovative and valuable
services based on Cyber-Physical Systems (CPSs). In the last years, the research
area related to CPS security has received a significant attention, dealing with the
design of different architectures, security protocols, and policy models. However,
beyond monitoring data publishing behavior, CPSs are expected to offer some
manageability-related services, and the proper fine-grained and flexible access
control model remains challenging due to both criticality and feasibility. In fact,
traditional security countermeasures cannot be applied directly to any sensor in
CPS scenarios, because they are too resource-consuming and not optimized for
resource-deprived devices. Different access control models facing both feasibility
and enforcement tightness are arising as a way to solve the mentioned issues related
to resource limitations, and this study provides a deep survey on them.

6.1 Introduction

This chapter conveys an overview of current security solutions, concretely access
control solutions, on Cyber-Physical Systems (CPSs) implemented in constrained
devices, and accessible as things in an IP network (IoT). In fact, two behaviors
are distinguished within the CPSs integrated in IoT context. On the one hand, the
usual behavior of a CPS involves a push operation in which the CPS publishes
measurements and events to a few large message brokers. Therefore, CPSs behave
as information producers. In the user side, applications consuming measured data
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query the message brokers in the middleware rather than the CPSs deployed in field
directly. Due to this middleware mediation, the number of communicating peers
that are architected in some few layers is reduced and well known beforehand, so the
security requirements of the push mode operations of the CPSs can be easily fixed by
preconfiguring static security associations. Alternatively, other more sophisticated
IoT scenarios are also envisioned in which CPSs also act as tiny information servers
enabling smarter and more manageable applications. In such use-cases, requesting
subjects directly query the CPSs through a secure end-to-end (E2E) communication.
Consequently, when any subject tries to interact with a CPS, such E2E interaction
between the endpoints needs to be secured, as well as the establishment of the
necessary keys for securing the interaction.

These IP networks where CPSs are deployed are exposed to a set of threats and
vulnerabilities that need to be tackled. Most remarkable ones could be cloning
of devices, malicious substitution, eavesdropping, man-in-the-middle (MITM),
firmware replacement, security parameters extraction, routing attack, privacy threat,
and Denial-of-Service (DoS) among others. Some of them such as cloning of
devices or malicious substitution are related to manufacturing process and physical
exposition, so they are left out of scope of this chapter. Some others such as routing
attack and DoS are related to the network level and they are also left aside. In this
chapter, particular attention is paid to eavesdropping, and MITM, and the related
firmware replacement (if it would be over the air), security parameters extraction,
and privacy threat. These five threats share the need to protect information as well
as the keying data and the security parameters, by means of their integrity and the
authenticity and confidentiality of the communication channel. Additionally, they
lead to the need of a tight authorization policy enforcement.

The security solutions for such security requirements are defined as a set of
features, which are confidentiality, authentication, integrity, authorization, non-
repudiation, and availability. Additionally, some other features are duplicate detec-
tion and detection of stale packets. These security features are usually implemented,
on the one hand, by a combination of cryptographic mechanisms that present a high
computational cost, such as block ciphers, hash functions, or signature algorithms,
which require a proper handling of cryptographic keys. And, on the other hand,
noncryptographic mechanisms relying on previous ones, which implement authen-
tication, authorization, and other security policy enforcement aspects. So security
policy has to be adequately codified and an enforcement engine is required, which
might be also ready to accept policy changes during the life cycle of the device.

It is generally accepted that authentication mechanisms can achieve non-
repudiation and accountability security objectives. Additionally, authorization
mechanisms contribute to achieve confidentiality and integrity security objectives.
In fact, allowing only selected entities limits the burden on system resources, thus
helping to achieve availability. Moreover, frequently, authorization mechanisms
rely on authenticated attributes, and both mechanisms work together. Finally,
authorization addresses better the least privilege principle [1] and flexibility as the
granularity of the policy increases.

Inrthercontext of 'therconstrained devices required in large-scale deployments,
the security must not only focus on the required security services, but also on how
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Fig. 6.1 CPSs integrating
sensing capabilities in IoT

Constrained
devices

these services are realized in the overall system and how the security functionalities
are executed. In fact, this chapter covers an overview of the application security
solutions in CPSs acting as things that will be recognizable, addressable, accessible,
locatable, readable, and controllable over the Internet. And more specifically,
it focuses on the access control models and related architectures. How these
access control models protect the confidentiality and the integrity of the data
exchanged with constrained devices, as well as the authentication and authorization
enforcement of any endpoint accessing data in the constrained device are analyzed,
under two main criteria: feasibility and least privilege principle adherence.

So hereinafter, firstly, the features and limitations related to the considered
constrained devices scenario are conveyed. In such a constrained scenario, shown
in Fig. 6.1, where Wireless Sensor Networks (WSN), IoT, and CPS converge in
the range of constrained devices, it is relevant to consider how these limitations
impact on the feasibility of any access control model. Secondly, an overview of
existing policy languages is conveyed pointing out the contribution of the main
features to the expressiveness and consequently to the tightness of the enforcement
and adherence to the least privilege principle. In fact, the latter is considered as the
main contributor to the effectiveness, whereas the former set the constraints to be
faced from the efficiency point of view. Finally, currently, there are some access
control models tailored for the mentioned scenario and they are analyzed under the
aforementioned criteria of the enforcement tightness and feasibility.

Concretely, eight different access control models adapted to IoT are conveyed in
this chapter. First, the so broadly adopted XACML has been adapted to IoT as a
centralized Attribute-Based Access Control (ABAC) implementation. Alternatively,
Usage-Based Access Control (UCON) adapted to IoT is conveyed, which proposes
a distributed access control enforcement model not only before the first access
but also during it. And the third most differentiated approach is the capability-
based access control with two proposals, fourth and fifth, which convey progressive
distribution of the authorization decision and enforcement based on capabilities
distributed based on a Public Key Cryptography (PKC) schema. The sixth approach
proposes a token-based access control that can be seen similar to previous ones
but fully compliant with constrained environment standards such as Constrained
Application Protocol (CoAP) and Datagram Transport Layer Security (DTLS).
The seventh proposal named Ladon, which is absolutely optimized and feasible
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in severely constrained scenarios, proposes a Role-Based Access Control (RBAC)
authorization enforcement based on a Symmetric Key Cryptography (SKC) schema.
Finally, the eighth approach named Hidra, which is feasible in severely constrained
devices, proposes a local context-based access control model enabling a tight policy
enforcement, through a specific purpose policy language, as well as the dynamic
policy provisioning and accounting mechanisms for further tracking and auditing.

The analysis of such eight innovative lightened approaches might conclude to
what degree these models do support enhanced fine-grained and tight security policy
enforcement in severely constrained devices, since the currently implemented static
and coarsely grained policies to be enforced locally in the CPS are not applicable
for service-oriented open scenarios where operation and management access is by
nature dynamic and ad hoc.

6.2 Context-Related Features and Requirements

Internet of Things integrating CPSs is a more demanding environment in terms of
scalability and manageability as compared to traditional Internet services [2, 3]. In
fact, substantial changes are identified in

» Interaction patterns: short-lived, often causal and spontaneous interactions are
different from that of traditional systems.

* Context relevance: requests, data, or authorization might depend on the local
context.

Therefore, access control solutions for CPSs integrated in IoT, under least
privilege principle adherence criteria, need to face not only the tightness challenge,
which is related to the granularity and the expressiveness of the security policy, but
also the local context awareness, the scalability, the support of advanced features
such as delegation and auditability, the easiness to manage, and the flexibility to
adapt to different contexts and applications. When things are deployed on a massive
scale, they need to be cheap and, therefore, constrained devices. This fact adds the
feasibility challenge to the already stated set of challenges. Moreover, the limits
imposed by the devices on computation, memory, network bandwidth, and power
require to optimize the energy and network usage in all design requirements in order
to be just feasible.

6.2.1 Constrained Device Classification

Sensors integrated in CPSs can be implemented in constrained devices with strict
resource constraints such as limited computing capacity, little memory, insufficient
network bandwidth, and often limited battery power. Depending on the dimension
of such resources, diverse sizes of constrained devices can be distinguished, ranging
from camera devices to the smallest networked sensor interacting with other things
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nearby. Concretely, the range of constrained devices is defined by the IETF. Class
0 (CO0) is the lowest level, where devices have less than 10kB and 100kB of data
and code memory, respectively. From this lowest level, Class 1 (C1) devices are
about 10kB of data and 100kB of code, and class 2 (C2) devices are up to 5S0kB
data and 250kB code memory. These devices are specifically implemented to fit to
the requirements of different use-cases and applications. Besides, Moore’s law [4]
is foreseen to impact more on the price than on the resource capabilities [5, 6]. With
respect to available power, mains-powered devices are notably distinguished from
ones powered by batteries or by using energy harvesting.

e CO devices generally cannot be managed or secured in the traditional sense.
They can offer some specific tiny services through the network that require
high optimization in order to be feasible, and the same happens with supported
security functions. Samples of CO devices are networked sensors and actuators
with specific purpose and powered with batteries in massive deployments such
as urban monitoring and light switching.

e CI devices are capable enough to use lightweight protocols such as CoAP
over UDP. Therefore, they can act as fully developed peers into an IP network
supporting also some more general security functions. Samples of C1 devices
are networked sensors and actuators like fire/smoke detectors integrated in
industrial control and large buildings, able to support some functions needed for
its intended operation and management.

e (2 devices are considered less constrained devices and they support most of the
same protocol stacks as used in mobile devices such as smartphones. Samples of
C2 devices are networked sensors and actuators integrated in smart energy and
building automation environments, able to support a range of services including
some management ones.

* Devices with capabilities beyond C2, nearer from unconstrained devices, are
less demanding from a standards development point of view as they can
largely use existing protocols unchanged, denoted in this document as traditional
security protocols. Their principal constraint could be related to the location
and the availability of mains-power or the use of batteries, tight to the energy
consumption optimization.

In all cases, depending on the use-case and the operational scenario, all these
devices still need to be assessed for the type of application they will be running and
the protocol functions they would need, and moreover from the manageability and
security point of view.

6.2.2 Constrained Networks

The network where constrained devices work is usually also a constrained network.
This implies low bandwidth, high packet loss, penalties for fragmentation due to
large packetsylimitsron'reachabilityroveritime, and lack of advanced services such
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as IP multicast. Such networks conveying a variety of wireless links such as the
low data rate IEEE 802.15.4 [7] are also denoted by low-power and lossy networks
(LLN) [8]. On top of such link layer technologies, the network and transport stack
are composed by specifically adapted protocols such as CoAP [9, 10] and 6Low-
PAN [11]. However, these protocols have been designed considering the lightweight
principles but the security principles have not been properly adopted. In fact, CoAP
is the definition of a lightweight version of the HT TP protocol, which runs over UDP
and enables efficient application level for things. 6Low-PAN is the specification of
methods and protocols for efficient transmission and adaptation of IPv6 packets over
IEEE 802.15.4 networks.

Hence, the implementation of more ingenious and valuable applications needs
to tackle the insufficient security [12—14], which according to Gartner is dissuading
potential investors from large-scale deployments of IoT solutions [15]. In particular,
research on security up to now has focused on network security involving key
management, message authentication, intrusion detection, etc. [16, 17]. However,
until recently low attention has been paid to fine-grained access control models [18].

In any case, constrained devices CO-C2 share the following limitations derived
from resource scarcity:

e Complex authorization policies cannot be managed

* Large number of secure connections cannot be managed

* Deprived of user interface

» Deprived of constant network connectivity

* Time cannot be precisely measured

* High power consumption of the wireless communications

* Severely constrained storage space for security policies such as ACLs in massive
deployments

* Required to save on cryptographic computations due to a high power
consumption

6.2.3 Life Cycle and Access Control Requirements

Some of the requirements for the access control models are better understood when
considering that the life cycle of a constrained device consists of several phases.
The device is created in the manufacturing phase and that is sometimes also the
moment for the initial key provisioning. This key is usually the secret key shared
with the central access control server (ACS). Devices are then sold to customers who
introduce them to their networks during the commissioning phase. In this phase, the
owner of the device might set up the pending initial key or just customize the ACS
address and the related security policy.

In the following operation phase, constrained devices fulfill their purpose in
life, sometimes alternated with a maintenance phase. In more and more scenar-
ios, devices are required to offer a sort of tiny services. These services enable
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both the end-user experience customization and the management of the device,
which contribute to a lower operational cost, higher flexibility, and longer validity
period. Concretely, they are expected to be accessible E2E avoiding the need for
application-level proxies. Additionally, mechanisms for changing the security policy
in any phase of the life cycle are needed, i.e., flexible and manageable security is
also required.

Some devices change their owner during their lifetime and need to be decommis-
sioned and recommissioned in the handover phase. This implies that initial key and
ACS binding need to be replaced, and old ones need to be revoked. At the end of the
device’s life cycle, the device is decommissioned in the decommissioning phase.

6.2.4 Use-Case-Driven Access Control Model

Concretely, depending on the case, static configuration setup during manufacturing
or deployment might enforce proper authentication and authorization, based on fixed
trust parties and access control lists. This is particularly applicable to fixed-purpose
deployments or well-known set of peers, where the sensor acts as the producer and
pushes some measures to a well-known message broker. However, envisioned open
and flexible scenarios cannot anticipate the legitimate set of authorized entities
and their privileges. That is, there is a need for change during the lifetime of the
CPSs. Moreover, access control lists are not scalable in large-scale deployments,
and tighter access control policies might be needed in several use-cases.

Furthermore, a local enforcement policy could be based only on authentication.
Among other possibilities, it could add an additional authoritative check through
access control lists, have hard-coded a particular role-based authorization policy,
have an attribute-based policy configured, receive such policy dynamically for each
request, or enforce the authorization not only at the request but also during the access
driven by a usage-based policy, etc. Each of them provides a different tightness
according to the least privilege principle. Each of them might be susceptible to
changes, and the policy life cycle must be considered. Therefore, each of them
enables a different degree of flexibility and means an impact on the performance,
network overload, energy consumption, and feasibility.

6.2.5 Security Policy

When designing and applying access control models, the tightness of the enforce-
ment is related to the granularity of the policy, but there is always a trade-off between
expressiveness of the policy and practical feasibility. Moreover, an access control
model should cover not only a feasible security policy definition and enforcement,
but also a way to enable the policy changes so needed in open and dynamic
environments.
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6.2.5.1 Policy Language

On the one hand, the model must be able to formally express all required policies as
precisely as possible. Choosing an access control model with a high expressiveness
enables the application of the principle of least privilege. This principle states that
at any point in time, subjects and users should be given the least set of privileges
necessary to complete their job. An expressive model allows the specifications of
policies that closely match the high-level security requirements and, therefore, are
able to give subjects as few permissions as possible.

On the other hand, the model must be practically feasible. This means that it
must be viable to implement the model in the concrete organizational context of
the involved systems, moreover considering the scarcity of resources on heavily
constrained devices. Furthermore, the practical feasibility of an access control
model has several additional dimensions such as the manageability of the policy,
the efficiency of enforcement, the level of formal guarantees, the ability to deal
with changes in the system, the ease of delivering policy specifications, etc. to be
considered as well.

The two aspects of expressiveness and practical feasibility are often opposite
forces that need to be reconciled when making a design choice for a particular
model. Some conventions might be adopted defining a short set of possible values
in a policy, their semantic and their syntax, composing the policy domain model
(PDM). The specific common understanding by E2E peers can be agreed upon as
PDM specifications, which include also the trust relationships among the security
architecture actors. In implementations where the PDM is specified in separate files,
their modification, provisioning, and activation are much more agile.

6.2.5.2 Policy Changes

Policy changes are typically caused by the modification of the involved applications
or their security requirements [19]. Therefore, policy changes are adaptive changes
although they can also be corrective. Policy changes can occur at the level of the
implementation-level policy rules or at the level of the policy domain model.

Policies are often internally structured in sub-policies and/or rules. In general,
policy rules consist of two elements named condition and effect. The condition
determines the applicability of the rule, and the effect determines the policy decision
that is to be enforced. The condition of a policy rule determines the set of
authorization requests the rule is intended to govern. A rule condition is defined
as a Boolean function over the attributes of the subject, action and resource relevant
to a request.

Therefore, a change to the condition of a rule has the effect that the new rule
will apply to a different set of requests. From the point of view of policy evaluation,
the possible changes in the condition of a rule are four: (1) An internal change in
the condition of the rule while using the same attributes and values, such as the
modification'of anrinequality toran'equality. This changes the outcome of the rule
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but has no impact on the authorization decision-making process. (2) Introduce a
dependency on a new kind of attribute or remove the dependency on a particular
kind of attribute. (3) Introduce or remove a dependency on a specific attribute value
(such as a particular role or department). (4) Any combination of the preceding
cases.

In general, in a centralized deployment, it is easier to implement policy changes
in a unified policy repository. Instead, in a decentralized deployment, any change
requires the updating of the distributed policy instances that involves network
interoperability and overload, and this could lead to temporally inconsistent states
or alternative pseudo-static coarse-grained configurations.

6.2.6 Security Architecture Overview

All access control models rely on a security architecture where different entities
might collaborate in the final E2E secure session establishment. Both centralized
and distributed approaches have been broadly analyzed, and there is a general
acceptance of the advantages and drawbacks of each one. In any case, it is
interesting to point out the main actors and their role in the minimal core access
control architecture, in order to better analyze the security protocols that enable the
establishment of the E2E security association to meet the security objectives.

6.2.6.1 Inherent Advantages and Drawbacks Related
to the Security Architecture

In current IoT implementations, the most common security architectures are fully
centralized, where the authorization decision is made and all the security-related
message exchanges are handled by a central entity. This trusted central entity has
no constraints by means of resources. So, a centralized architecture allows for a
central management of devices, security policies, and keying materials as well as
for the backup of cryptographic keys. However, it presents some drawbacks since
the central party represents a mandatory point of access, and the key agreement
between two devices requires online connectivity to the central node. Additionally,
authorization decision does not consider the local context of the CPS. The central
entity reads the requests and can compromise the privacy of the requester. Finally,
trust among entities needs also to be managed, and any security breach might
compromise a vast amount of security information.

In decentralized architectures, on the other hand, all the access control logic
is embedded in the CPS, and the authorization decision is made locally enabling
local context consideration. They also allow setting security relationships on the
fly between endpoints, which might not require a single online management entity
and are operative in a much more stand-alone manner. However, due to the limited
storagercapacity of itherconstrainedrdevices, they cannot manage large security
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policies nor handle large sets of credentials, so the fully decentralized architecture
is not feasible and it requires the support of a trusted third party to complement
security-related functions either in the bootstrapping or operational phases.

The advantages and drawbacks of the architecture condition the way the access
control requirements in IoT scenarios are covered. In fact, centralized access control
approaches might support the full feature set of standard security protocols, but
constrained CPS in IoT require more lightweight mechanisms to avoid computation
and network overload. Furthermore, in the envisioned IoT scenarios the distributed
access control approaches support higher scalability, interoperability, and local
context awareness.

6.2.6.2 Access Control Core Architecture Elements

In the access control scenario, there are three elemental actors: a subject (1) that
attempts to access a service considered a resource (2) in a CPS. This subject needs
the collaboration of a trusted third party named access control server (ACS) (3), in
the establishment of an E2E security association.

When a subject attempts to access a resource in a CPS, an E2E access control is
required, but due to CPS constraints, not all the required mechanisms are feasible;
therefore, the three-tier architecture is adopted. Figure 6.2 shows a simplified
schema of the actors involved, aligned with the IoT reference stack [20].

The subject endpoint can be either a constrained endpoint, such as a less-trusted
mobile endpoint, or a less constrained endpoint located in the related application
data-center.

Less Constrained Level

B8

Access Control Server

Subject Resource

Fig. 6.2 Access control scenario in constrained CPS networks

BRI Zyl_llsl
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In this scenario, a resource endpoint is implemented in a CPS and located
wherever the sensor is deployed. Resources typically have corresponding interfaces
through which subjects interact with them over the IP network.

The trusted third party, that is, the ACS, might support most of the features
needed for a complete access control chain such as registration, identification,
authentication, authorization, accounting, tracking, auditing and reporting. All these
functionalities are considered concentrated in a third party entity but they could
work in a cluster or simply be replicated because they belong to different federated
domains. Specifically, most resource-intensive features can rely on the ACS, which
may perform security functions of the full authorization chain such as identity
registering and management, strong authentication, primary authorization, policy
administration and deployment, accounting, etc. This architecture enables the inte-
gration of standard access control mechanisms that otherwise could not be supported
by the severely constrained resources of CPSs. This way, most unauthorized access
attempts are denied at a preliminary step. This feature contributes to saving energy
by means of minimizing the number of unsuccessful message exchanges with the
CPSs. Additionally, unified policy management is also enabled by this approach.
Finally, in the case of positive primary authorization, the CPS locally enforces the
security policy that can be implemented in different ways.

Whatever is the message flow among the three parties in this architecture, all of
them require and check mutual authentication based on any cryptographic schema.

6.2.7 Cryptographic Schema and Key Establishment

The establishment of the necessary keys can be based on optimized PKC schemas,
or based on intrinsically lighter SKC schemas assisted by the third party mentioned
above. In fact, keys are required both for protection of resource access and for
protection of transport of authentication and authorization information. There are
classes of devices that can easily perform symmetric cryptography without incurring
in excessive performance penalty but consume considerably more time/battery for
asymmetric operations so they are severely limited in this sense. Also PKC requires
the three-party schema but not so active in runtime if initial private and public
keys are established and provisioned out of band. Alternatively, preestablished
master keying material may need to be employed for establishing the keys used
to protect the information flows among three parties. Constrained devices have only
limited storage space and thus cannot store large numbers of preestablished keys or
session keys. Asymmetric cryptography has benefits in terms of deployment. This
is especially important and affects the scalability when, in addition, constrained
networks are expected to consist of thousands of nodes.

Most of security protocols pay attention to the reduction of the computation and
communication overhead of cryptographic operations required for key exchanges
and signatures with Elliptic Curve Cryptography (ECC) [21]. In fact, most protocols
enablethe'negotiation'of cryptographic’primitives aiming at higher agility.
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Unfortunately, these improvements are only a first step in reducing the impact on
performance, and the feasibility in heavily constrained devices remains unsolved.
In fact, the use of a standardized symmetric key algorithm, such as AES, is most
broadly adopted. Additionally, except for the most constrained devices CO, the use
of a standardized cryptographic hash function such as SHA-256 is the most adopted.

End-to-end security is of great importance in individual communications within
an IoT domain. Usually and E2E security association is established and the use
of intermediate proxies or gateways is avoided. That is, when payloads are cryp-
tographically processed, packets might be encrypted and message authentication
codes might be conveyed, so the protected parts cannot be accessed or rewritten by
any gateway unless E2E integrity protection is violated. Alternatives such as sharing
symmetric keys with intermediate gateways result either simply unacceptable by
endpoints or poor performance in the relaxed cases.

6.3 Access Control Foundations

The increasing smartness of CPSs enables more valuable IoT applications but
security in general, and access control in particular, needs to be adapted to such
constrained scenarios. In fact, tight enforcement of fine-grained access control
policies is a critical success factor that otherwise is not feasible through traditional
solutions. That is, security mechanisms implemented in powerful workstations
are not technically viable in CPSs with severe resource constraints. Although the
limitation of the capabilities on the CPSs, traditional access control models are
analyzed as inspirational references.

6.3.1 Policy-Driven Security Management

Instead of security rules coupled within the applications’ logic, policy-driven
security management has become the de facto approach for security management
in large-scale systems [22]. In fact, CPSs integrated in IoT are rising in scale
and incorporating innovative heterogeneous technologies. This fact leads to a
complexity that cannot already be overcome with traditional security management
strategies, which basically rely on effort-consuming and error-prone manual work.

To resolve these issues, policy-driven security management is proposed to be
leveraged, to simplify the administration of the large-scale systems. In a policy-
driven management system, security policies specify the conditions according to
which a resource can be accessed. That is, a security policy is an intermediate format
to map security requirements to specific and feasible operations on resources.

The policy-driven approach has three main advantages over traditional security
management methods. Firstly, policies are defined by policy operators through a
well=knownpolicy language; and they are stored in a common repository. Such
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policies can be later retrieved autonomously. Secondly, the formal foundation of
most policy languages introduces automated analysis and verification of policies,
with the purpose of ensuring consistency. Finally, because of the abstraction from
lower technical details, policies in the policy-driven approach can be inspected and
changed dynamically at runtime, without changing the underlying implementation.

6.3.1.1 Policy-Driven Architecture

The Policy Core Information Model (PCIM) [23] describes the components in a
policy-driven management system: (1) the policy repository (PR), (2) the policy
decision point (PDP), (3) the policy enforcement point (PEP), and an optional fourth
component acting as the policy administration point (PAP), which facilitates the
formulation, analysis, and verification of security policies.

Both industry and academia are researching policy-driven management systems.
In fact, there are several commercial tools based on the PCIM framework in the
industry area. Additionally, many policy languages to model access control entities
have been proposed by researchers in the academic area.

6.3.1.2 Security Policy Foundation

An abstract policy is implemented through the concrete rules that construct it. Rules
in turn, in most policy languages, are based on the following paradigms: Event-
Condition-Action (ECA) paradigm and Condition-Action (CA) paradigm. The ECA
paradigm [24] differs from the CA paradigm in that it needs an explicit event
element to trigger the execution of an action under certain conditions: “ON (Event)
IF (Condition) THEN (Action).” The event in most cases is related to a request from
a subject but it covers also the periodical trigger so useful in usage-based access
control. The condition is usually a function of several checks that can range from
simple attribute value matching to expressive functions on attributes as inputs. The
action refers to a simple action or a sequence of them.

6.3.2 Access Control Models

There are some foundational models to enforce that subjects can only access the
resources they are authorized in a CPS. Concretely, Mandatory Access Control
(MAC) [25] and Discretionary Access Control (DAC) [26] are two of the universal
conceptual access control models in use. In MAC, administrators create a set
of access levels and subjects are entitled with an access level, so that they can
access any resource on a CPS labeled equal or below such entitled access level.
Alternatively, DAC defines a list of authorized subjects for each resource, so access
granting is based on the identity of 'the subject instead of an assigned access
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level. DAC is more flexible but it requires knowing each subject who needs the
resource so that they can be given access. This approach scales notably bad in
large-scale deployments. Consequently, the RBAC model [27] faces the easiness
of management of big communities of subjects, defining much shorter set roles,
centrally administered, and granting each subject the correct role. However, it also
presents some drawbacks related to the management in open scenarios, where role
explosion is the most significant one.

6.3.2.1 Attribute-Based Access Control (ABAC) Beyond Role-Based
Access Control (RBAC)

The ABAC model [28, 29], which can be considered as a generalization of RBAC,
has become the de facto standard access control model in service-oriented systems.
In ABAC, policies are specified in terms of attributes of subjects, resources and the
environment. Attributes are properties that describe arbitrary characteristics of an
entity, such as the age of a user, the author of a document or the threat level of
the environment. Through the use of custom attributes, ABAC supports rich context
information as well the categorization of subjects and resources.

As a theoretical model, ABAC is well suited for service-oriented systems since
it has inherent support for (1) expressive policies (rich context information can
be modeled as attributes), (2) changes (many changes can be supported by a
modification of an attribute value rather than a policy update), and (3) administrative
scalability (attributes categorize subjects and resources).

6.3.2.2 Usage-Based Access Control: UCON

As an alternative, there is an access control model covering not only authorizations,
obligations, and conditions, but also continuity (ongoing controls) and mutability.
UCON [30, 31] is an extension of access control that covers both who may access
and how the data can be used. Usage control is suitable in distributed systems with
different entities that take the roles of data providers and data consumers. When
a data provider gives a data item to a data consumer, certain conditions apply.
Provisions are those conditions that refer to the past. Otherwise, obligations are
other conditions that govern the future usage of the data. Examples of obligations
could be (1) do not further distribute document D, (2) play a song at most 3 times,
and/or (3) warn the author whenever document D is modified. Moreover, mutability
issues that deal with updates on related subject or object attributes as a consequence
of access are also proposed.

The related UCONABC (Authorization, oBligations, Conditions) model aims at
the refinement of the traditional access control scope, supporting MAC, DAC, and
RBAC as well as digital rights management, paving the path to next-generation
access control systems.
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However, UCON does not properly overcome the challenges of IoT security
requirements [33]: It still lacks an exact representation and a detailed specification
of the authorization process in 10T, and it is seen as a conceptual model that needs
much more research to be implemented.

6.4 Access Control Policy Languages

The aspect that has most impact on the least privilege adherence is the granularity
of the access control policy. Coarse-grained policies can easily derive in misuse
or abuse. Otherwise fine-grained control is achieved through expressive policy
languages facing the aspects aforementioned in the access control foundations.
Herein a short overview on some of the most broadly adopted policy languages
is presented.

6.4.1 XACML

Nowadays, eXtensible Access Control Markup Language (XACML) [32] is widely
accepted both in industry and academia as a de facto standard. XACML is a
declarative, XML-based policy language, for expressing ABAC policies, mainly
for access control management in distributed systems. The XACML standard,
standardized by the OASIS consortium, specifies the syntax and semantics of the
policy language and defines a request-response format for querying a policy system.
XACML defines also a modular architecture where the authorization decision and
enforcement are decoupled among other functions such as policy definition and data
gathering for authorization decision.

The atomic entity in a policy is the rule as shown in Fig. 6.3. A rule consists
of a target, an effect, and a condition. The target specifies the applicability of
the rule, expressed in terms of the action and attributes of the subject, resource
and environment related to the authorization request. The effect states the policy
decision of the rule and can have the values Permit and Deny. The condition specifies
constraints (also in terms of attributes) to further limit the applicability of the rule.

A policy is a grouping of related rules and consists of a target, a rule-combining
algorithm, obligations, and the set of contained rules. Similar to the target of a rule,
the target of a policy specifies the applicability of the policy. It can be specified
explicitly or it can be computed automatically based on the targets of the contained
rules. The rule-combining algorithm specifies how to combine the evaluation of the
individual rules into a single decision for the policy as a whole (for instance, the
deny-overrides algorithm states that if any rule evaluates to Deny, the result of the
combination must also be Deny). Obligations are tasks that should be performed by
the system or the requesting subject in addition to enforcing the decision.
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Fig. 6.3 XACML policy language model 3.0 [32]

Policies are grouped into policy sets. A policy set consists of a target, a policy-
combining algorithm, a set of obligations, and the set of contained policies. Similar
to policies, the target specifies the applicability, the policy-combining algorithm
specifies how the decisions of the contained policies must be combined into a single
decision, and the obligations specify obliged actions.

A policy set can contain other policy sets, thus allowing the construction of tree-
structured policies of arbitrary depth. Although it is one of the most broadly adopted
standards in access control, since XACML is based on XML, policy specifications
are very verbose. For instance, the specification of one single policy rule can easily
require 50 lines of text, and it implies that is infeasible in most constrained devices.
However, it is a remarkable reference for any lightweight but expressive policy
language definition.

XACML specification defines the structure of some of the messages necessary to
implement the model, but it focuses on the language elements used by the PDP and
it does not specify any protocol or transport mechanism.

One standard suitable for providing the assertion and protocol mechanisms
needed by XACML is the OASIS Security Assertion Markup Language (SAML),
Version 2.0 [34]. With the rise in popularity of APIs and its consumerization, it
becomes important for XACML to be easily understood in order to increase the
likelihood it will be adopted. In particular, XML is too verbose compared with a
lighter representation using JavaScript Object Notation (JSON) for the XACML
request and response.

The policy language defined by XACML standard is fully expressive and enables
the least privilege principle adherence. However, it specifies neither the required
mutual authentication schema nor any key exchange protocol, and it relies on other
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standards such as SAML [34], OAUTH [35], etc. It is not feasible in constrained
devices but it is a mandatory reference for any lightweight but expressive policy
language definition.

6.4.2 Ponder Policy Language

Ponder [36] is a declarative and object-oriented policy language. Security policies
are specified using RBAC, and general management policies for distributed systems
can also be specified. In Ponder, related policies are grouped into roles as shown in
the structure depicted in Fig. 6.4. The relationships define the interactions between
roles. An advantage of Ponder is the reuse and flexibility of policies enabled by such
structure.

Ponder is considered to have a broad scope in a variety of policies since it
defines five types of policies: (1) authorization policies, (2) filter policies, (3)
refrain policies, (4) delegation policies, and (5) obligation policies. The former
four types are used to define conditions to be checked in order to grant access to
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resources, whereas obligation policies are used to define reactive actions under the
event-condition-action paradigm. That is, when specified events and conditions are
met, the specified action must be performed on target objects.

6.4.3 Rei Policy Language

Rei [37] is a declarative policy specification language based on deontic logic. It is
concerned with obligations, permission, etc. as shown in the N3 [38] representation
in Fig. 6.5, and it is oriented to security and privacy enforcement in dynamic
and open computing scenarios. Rei defines the policies as specific constraints
over authorized and obligated actions on resources. Rei implementations provide
a policy mechanism (engine) to make dynamically an authorization decision on a
request from subject, after reasoning over policy instances, correspondent domain
knowledge, and some meta-policy instances that are used to ensure that the decision
is consistent and conflict-free. In addition, Rei is not strictly RBAC, since it can
define individual, grouped, and role-based policies at the same time. Moreover,
it supports so-called speech acts which include delegation, revocation, request,
and cancellation. These acts enable a simple and decentralized access control of
pervasive applications.

Resource

requestedAction  controlledBy

Policy

Policy type
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Policy instance
Has(Agent, right(Action, Condition) action(ActionName, TargetObjects, Pre-
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Fig. 6.5 Rei policy schema in N3 notation
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6.4.4 Authorization Specification Language (ASL)

Authorization Specification Language (ASL) [39] is an access control language
based on first-order logic. ASL conveys essential RBAC components, i.e., users,
roles, and objects. ASL defines a rule in an authorization policy instance as a
mapping from the quadruple user, role set, object, and action to the access decision
authorized, or denied. From this view, the decision-making mechanism of ASL
lacks sufficient flexibility and re-usability, because the authorization decision is
encoded in the rule itself, and it is not dynamically made by a PDP.

ASL policy instances are written in a Datalog program that is a formal language
based on first-order logic. The policy instances are composed of a set of (1)
authoritative rules, (2) derivation rules, (3) resolution rules, (4) access control rules,
and (5) integrity rules. When an access request arises, these rules are evaluated
according to their semantics. Additionally, ASL supports the specification of rules
to tackle with authorization derivation and conflict resolution issues.

6.4.5 Obligation Specification Language (OSL)

Obligation Specification Language (OSL) [30] is a language for expressing require-
ments of usage control. It enables constraints on the duration of usage and the
kinds of permission-like statements that are often used in digital rights management.
A formal semantics for OSL is also defined. This language builds a framework
that provides tools for specifying, reasoning about, and enforcing usage control
requirements. Moreover, translations between OSL and some rights expression
language (REL) have been defined, which are often used to configure Digital Right
Management (DRM) mechanisms.

6.4.6 Privacy-Focused Policy Languages

Privacy protection within security management is becoming increasingly important
since resources are highly interconnected today [22]. Thus, privacy policy languages
are required to be designed in a way that can be handled by unqualified users.
Furthermore, it might be even more useful if these common users are involved at
design time. That is, the policy language needs to be not only editable by humans,
but also negotiable to some extent. W3C’s platform for privacy preferences project
(P3P) and the preference exchange language (APPEL) [40] is used for privacy
negotiations between a website and its users. In fact, it collects user’s preference
captured from GUI, and can make automated or semi-automated decisions about
machine-readable privacy policies. Alternatively, Enterprise Privacy Authorization
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Language (EPAL) [41] is an XML-based language. It is similar to XACML
but focuses only on privacy policies and the differential aspect is the purpose-
based authorization decision, which is fully aligned with legal and regulatory
requirements.

6.4.7 Capability-Based Access Control CapBAC

A capability-based access control system (CapBAC) [42] is used as the access
control system based on capabilities defined as tokens, tickets, or keys that give
the possessor permission to access an entity or object in a computer system. The
capability concept was introduced in 1996 to be applied in the operating systems
dealing with several processes accessing memory spaces. The reviewed approach
for access control provides authorization enforcement as well as some additional
features. (1) Delegation support: a subject might give permissions to another subject,
as well as the right to further give the received permissions in a limited depth.
(2) Capability revocation: capabilities and enclosed permissions can be revoked by
authorized subjects. (3) Information granularity: a capability might enclose details
of specific permissions on particular data under some conditions.

Figure 6.6 shows a capability specification where policy rights expressiveness
can be notably high.
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Fig. 6.6 Capability token XML schema: Access Rights Capability Type definition conveying
details of the granted Access Rights (AR) type
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Table 6.1 Summarized overview of foundational policy languages

Conditions

Role Attribute | Expressive functions

matching | matching | on attribute sets Obligations | Privacy | Delegation
XACML | x X X X
Rei X X X X X X
Ponder | x X X X X
ASL X X
OSL X X X
APPEL X
EPAL X
CapBAC X X

6.4.8 Discussion on Foundational Approaches

In the envisioned scenarios, flexibility is enabled by policy-driven authorization
approaches, and according to Sloman [43], security policies define the relationship
between subjects and targets. But there is always a trade-off between the expressive-
ness of the policy and feasibility. A full list of policy languages and frameworks has
been collected in [44], but none of them are optimized for constrained devices, and
consequently they are not feasible. Concretely, broadly adopted implementations
such as (XACML) [32], Rei [37], and Ponder [36], although policy driven and very
expressive, behave resource exhausting in constrained devices [22].

Table 6.1 shows a summary of features supported by each of the considered
policy languages. All of them support if-then or condition-action paradigm with
different attribute treatment. Instead, ECA, supporting the composition of events as
triggers, is only supported by Ponder in this overview. In all cases, conditions can
be formulated as simple role matching, attribute matching, or more powerful and
dynamic expressions on attribute sets. The simplicity of the first one is balanced
versus the granularity and tightness of the last one. Obligations are used to launch
additional tasks if the condition is met, and it is the foundation for reactions and
usage control. Privacy refers to the support of features to protect the privacy of
subjects. In fact, it is linked to the delegation, since subjects might require to define
and negotiate privacy preferences.

As arepresentative by its level of adoption, XACML adopts generic authorization
architecture and specifies a policy language to express and exchange authorization
policies represented in XML. It also provides request-response semantics for
messages enclosing authorization decisions to facilitate the enforcement. Therefore,
it is a good option for ABAC, and its architecture decouples the policy edition,
storage, decision making, and enforcement, which makes it an attractive solution for
the envisioned scenarios. However, XACML is too heavy for severely constrained
devices. In fact, a CPS can hardly process a XACML policy file of more than 50
lines of text conveying a single rule specification.
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Moreover, although XACML is a suitable policy language, it cannot adequately
represent semantics or entities relationships as Rei and Ponder do. In fact, Rei,
which is oriented to semantic web applications, is based on Web Ontology Language
Lite (OWL-Lite) [45] and supported by Resource Description Framework (RDF)
[46] enabling further reasoning over policies and related domain knowledge. In a
similar way, Ponder, being a declarative object-oriented language that can be used to
specify both security and management policies, is also based on OWL and Semantic
Web Rule Language (SWRL) [47]. On the contrary, the policy ontologies and rules
are still domain dependent in some ways and the reasoning engines, on the one
hand, add complexity and uncertainty to the final granting decision making and, on
the other hand, raise significantly the processing and storage requirements, making
these semantically advanced approaches definitively infeasible in any constrained
device.

By means of the usage control enabling control over both who may access and
how the data may or may not be accessed afterward, XACML, Rei, Ponder, and OSL
enable such a policy specification through the obligations. However, XACML lacks
also specific privacy specification features as Rei, APPEL, and EPAL do. Moreover,
by means of delegation, XACML is not as simple and agile as CapBAC, which
grants access to any subject in the possession of a valid capability or token.

Additionally, XACML like other fully expressive policy languages might rely on
other traditional authentication and authorization standards and protocols such as
SAML [34], OAuth [35], OpenlD [48], Fido [49, 50], etc. These solutions enable
cross-domain multi-factor authentication-based authorization, but they involve mes-
sage exchange protocols which are not optimized for severely constrained devices.
The message lengths, the transport protocols, and the adopted cryptographic
schemas are not feasible in CPSs with constrained energy consumption, memory
footprints, and CPUs.

In any case, conveyed models and standards with their strengths and drawbacks
pave the ground for any access control solution ad hoc to IoT integrating CPSs
implemented in constrained devices.

6.5 IoT Tailored Access Control Approaches

As traditional access control models are not feasible, new access control models
specifically optimized for IoT environments have been proposed recently. Among
them, seven different approaches are conveyed hereinafter, and feasible from C2
to CO constrained devices. First, the so extended XACML has been adapted to
IoT as a centralized ABAC implementation. Alternatively, UCON adapted to IoT
is conveyed, which proposes a distributed access control enforcement model not
only before the first access but also during it. And the third most differentiated
approach is the capability-based access control with two proposals, fourth and fifth,
which convey progressive distribution of the authorization decision and enforcement
basedvonrcapabilitiesvdistributedrbasedvin a PKC schema. The sixth approach
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proposes a token-based access control that can be seen similar to previous ones but
fully compliant with constrained environment standards such as CoAP and DTLS.
Finally, the seventh proposal that is absolutely optimized and feasible in severely
constrained scenarios proposes an RBAC authorization enforcement based on a
SKC schema.

6.5.1 Authorization Framework for the IoT Based on XACML

This proposal [51] conveys an authorization framework based on assertions as a
result of an authorization process based on XACML. This assertion is encoded in
JSON and is sent to the CPS. The CPS additionally checks locally the conditions
conveyed in the authorization assertion.

6.5.1.1 Basic Operation

This approach supports fine-grained and flexible access control to CPSs. Evaluating
XACML policies is too heavyweight for CPSs, so most of the authorization decision
process is externalized, and the CPS has to perform the enforcement. The framework
relies on current Internet and access control standards, and the execution times on a
CPS are reasonable.

In order to convey the authorization decisions from the external decision point
to the device, assertions are used, which are digitally signed data objects containing
asserted information, and in particular SAML authorization decision assertions are
used as a template. A similar alternative is the use of OAuth access tokens, but
since XACML on SAML is broadly adopted, it has been the preferred option for the
authors.

Therefore, three entities are integrated in the framework: a CPS hosting
resources, a subject that attempts to access a resource in the CPS, and an ACS acting
as trusted third party. In fact, ACS makes the authorization decision evaluating the
correspondent policy and releases related authorization assertions to the subject.
The subject sends these assertions to the CPS along with the request. The ACS has
a repository storing previously configured access policies to each protected CPS.
The resulting architecture is illustrated in Fig. 6.7.

A key establishment procedure is also defined. This proposal claims that the
authorization framework requires neither a particular authentication protocol nor
any key agreement procedure. Nevertheless, the key establishment is considered as
an option. Two approaches are considered.

On the one hand, DTLS based on raw public keys or pre-shared keys provides
encryption, integrity, and replay protection of CoAP messages. However, the DTLS
handshake might impose a significant impact on performance and setup time, and
this option does not scale well for severely constrained CO and C1 CPSs with poor
storage capabilities.
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On the other hand, an object security approach using asymmetric keys for object
protection is proposed. A nonce is included in the assertion and with the well-known
public keys a Diffie-Hellman calculation is done to derive the secret key shared
between ACS and CPS. In a similar way, including the public key of the subject in
the assertion and a nonce in the payload, the secret key shared between CPS and
the subject can be calculated. This can be simplified if pre-shared keys are available
among CPS and ACS, so instead of the public key of the user a pseudonym can be
included, and one-way functions are computed.

Hence, given any key establishment between CPS and ACS it is assumed that
shared symmetric keys kKACSCPS and kSCPS with ACS and subject, respectively,
are available in the CPS after reception of the assertion. These shared keys are the
basis for securing the data objects passed between ACS and CPS (assertions), and
the subject and CPS (payloads), respectively.

6.5.1.2 Tightness and Feasibility Discussion

The subject owning the proper authorization assertion sends a CoAP request to
the CPS. Since CoAP supports options between header and payload, a specifically
defined assertion option is enclosed in the secured request. Moreover, the CoAP
payloads might be replaced with object-secured equivalents based on the CPS Key.

The CPS at the reception of such a CoAP request (1) checks the validity of the
authorization assertion, (2) checks the permissions enclosed in the assertion with
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the actual access request, and (3) checks the local optional conditions enclosed as
evaluable parameters in the assertion. There is no detail on the expressiveness of
such conditions specification.

In the case of a positive verification, the request is granted and the correspondent
response is processed and released. The authorization assertions convey also a short,
predefined validity lifetime to avoid replay attacks, and the CPS keeps a record with
a list of recently used authorization assertion identifiers.

Since the full syntax of XACML Responses and SAML Assertions includes
a large number of features, in one particular implementation [51] it has been
defined a subset of both standards, in order to simplify the processing on the CPS.
Furthermore, the XML representation of this subset is too verbose for efficient
transmission over limited channels, so it has been defined a compact JSON-based
notation for the SAML and XACML subset. This approach reduces the size of the
assertion roughly by a factor of ten.

The CPS part has been implemented and validated in a platform composed by
an Arduino Mega 2560 board3, with 16 MHz processor, 256 kB of Flash Memory,
8 kB of SRAM, and 4 kB of EEPROM. These capabilities are representative of a
constrained CPS. The implementation relies on the object security approach.

For wrapping the assertion and payload, the IETF JSON Web Encryption (JWE),
an emerging secure object standard, is used. This wrapping expands the payload
size drastically.

Furthermore, it requires a centralized authorization server (PDP) to make such
granting decisions. SAML and XACML assertions might be processed by devices
in IoT, but even they have been redefined in reduced version and represented in
JSON, and they are not processable in severely constrained devices, playing neither
as servers nor as subjects. So this approach is not feasible in severely constrained
devices scenarios.

Summarizing as shown in Table 6.2, this XACML approach adapted to IoT
enables very high policy language expressiveness by means of the authorization
decision-making delegation to an unconstrained trusted third party. Therefore, the
enabled tightness is very high, as well as the scalability and the flexibility on
the policy. However, it lacks of local context awareness at enforcement time,
and, additionally, the message exchange, the network overload, and the assertion
processing requirements are too heavy for severely constrained CPSs making it
infeasible.

Table 6.2 Summary of XACML’ analysis highlighting the high policy language expressiveness,
the scalability and the flexibility on the policy, but down-lighting the infeasibility in very
constrained CPSs such as CO and CI classes

Tightness Feasibility Flexibility
Policy language | Local Platform Transport Key Policy
expressiveness | awareness| (CO-CN) | Scalability| layer schema | changes

XACML’ | High Low C2-CN | Yes CoAP/DTLS| PKC | Yes
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6.5.2 Usage-Based Access Control Adapted to IoT (UCON)

UCON [31] and the attribute-based policy schema [52] are completely different
alternatives that extend traditional unconstrained access control systems. This
approach proposes the continuous protection of the resources during access, and
it considers also consumption activities rather than granting access only before the
first access. The proposal [33], which adapts UCON to 10T, is based on Fuzzy theory
and some central entities which manage usage control decisions and trust values of
devices and services.

6.5.2.1 Basic Operation

The architecture defines three main entities where besides a subject and a resource
an ACS integrates a trust management center, a registration center, and an access
control module.

The abstraction of the UCON model in [oT is shown in Fig. 6.8. The subject of
UCON in IoT runs the control of the application service in the CPS. The attributes
of the subject in the ACS include information about the trust value of the subject,
the honest usage times of the application services, and dishonest usage time of the
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application services, and some other properties and so on. The condition (C) of
UCON in IoT is decided by the policies according to the trust value of the subject
and other decision context factors. The oBligation (B) of UCON in IoT is according
to the needs of the application services in the CPS to perform any advertising action
and so on. The obligation might be performed before or during the usage control
in IoT. The Authorization (A) of UCON in IoT is set by the needs of usage control
and behaves as the functional entity where requests should be evaluated, and then
returns whether the subject has rights to use the application service in the CPS.

The process of the access control runs as shown in Fig. 6.8: (1) the subject queries
the resources in the CPS and requests for the usage control in the ACS. Trust value
of the subject and trust threshold of the resources on the CPS are compared, and in
the positive case, the request is promised and the process proceeds with the second
step, otherwise the process is finalized. (2) The subject accesses the resource on the
CPS. (3) The CPS sends the subject’s feedback to the ACS, which evaluates whether
the access control is honest according to the feedback and updates the subject’s
information and the CPS’s information, such as the trust value of the subject for
next requests.

6.5.2.2 Tightness and Feasibility Discussion

This approach includes obligations such as usage control but does not include a
proposal addressing its feasibility in any CPS class. Although some experiments
are presented, the practical feasibility of the approach is not demonstrated in any
constrained device. Additionally, the constrained device being accessed by a subject
has to notify the usage to the central entities on a regular basis or per use. This means
a network overload besides the energy consumption due communications.

In summary, the UCON approach adapted to IoT enables high policy language
expressiveness so the enabled tightness is high, as well as the scalability, the
flexibility on the policy, and the local awareness. However, the message exchange,
the network overload, and the assertion processing requirements are too heavy for
severely constrained devices making it infeasible (Table 6.3).

Table 6.3 Summary of UCON analysis highlighting the high policy language expressiveness, the
scalability, the flexibility on the policy, and the local context awareness, but down-lighting the
infeasibility in very constrained CPSs such as CO and C1 classes

Tightness Feasibility Flexibility
Policy language | Local Platform Transport | Key Policy
expressiveness | awareness | (CO-CN) | Scalability | layer schema | changes

UCON | High High C2-CN | Yes None n/a Yes
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Fig. 6.9 Capability-based access control schematic concept

6.5.3 CapBAC in IoT

The capability-based security approach to manage access control (CapBAC) in IoT
[53] is based on the capability, which is a communicable, unforgeable token of
authority as shown in Fig. 6.9. Moreover, by virtue of its possession a subject is
granted to access a resource under certain conditions.

6.5.3.1 Basic Operation

Compared with the traditional ACL system, where the server is in charge of
checking whether a subject is authorized to perform the requested operation on
the requested resource, in this CapBAC model it is the subject who has to obtain
and present a valid authorization capability and the server is relieved of further
authorization decision making. This is not a new concept but in this proposal it
is adapted to the IoT.

This proposal claims a tighter security based on a better adherence to the least
privilege principle and a high granularity of the authorization tokens. It also claims
the delegation of the management functions out of the CPS itself and the flexibility
derived of instant token generation. Additionally, this proposal claims to enable
delegation support, capability revocation, and information granularity.

In the simplest architecture, a CPS receiving a request with a token from the
subject first checks the token. Formal validation to check the correctness, lifetime
expiration, etc. and the logical validation to check the congruence of the request
are performed prior to'checkingexternally the authorization decision. This is done
against an entity acting as PDP, who recursively checks also the revocation lists.
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Table 6.4 Summary of CapBAC’ analysis highlighting the high policy language expressiveness,
the scalability and the flexibility on the policy, but down-lighting the infeasibility in any constrained
CPSs

Tightness Feasibility Flexibility

Policy language | Local Platform Transport Key Policy

expressiveness | awareness | (CO-CN) | Scalability| layer schema | changes
CapBAC’ | High Low CN Yes HTTP/REST| PKC | Yes

6.5.3.2 Tightness and Feasibility Discussion

This proposal has been implemented successfully in Java as a set of libraries, tools,
and services. Capability tokens are represented by digitally signed XML files. This
implementation can be used in appliances and relatively small devices such as
smartphones, tablets, which can process XML files and digital signatures based on
X.509 certificates.

This approach is flexible since a set of parameters such as validity period,
assigned rights, delegation depth, and resource granularity can be tuned, although
proper skills are required in this process.

Summarizing as shown in Table 6.4, this CapBAC approach adapted to IoT
enables high policy language expressiveness so the enabled tightness is high, as
well as the scalability and the flexibility on the policy. However, it lacks of local
context awareness at enforcement time, and, additionally, the message exchange,
the network overload, and the assertion processing requirements are too heavy for
any constrained CPSs making it infeasible.

6.5.4 Distributed CapBAC in IoT

Distributed capability-based access control for Internet of Things [54, 55] is a
cryptographic solution that allows E2E access control without the intervention of
any intermediate entity, and supports the management of certificates, authentication,
and authorization processes.

It claims to make use of technologies specifically designed for IoT environment,
unlike [53] conveyed in Sect. 6.5.4, and additionally enables authorization decisions
based on local conditions offering context-aware access control.

It inherits the benefits of the capability-based approach: (1) distributed manage-
ment, (2) delegation, (3) traceability, (4) scalable authentication chains, and (5)
standard certificates based on ECC. Concretely, a capability token that is signed
with the Elliptic Curve Digital Signature Algorithm (ECDSA) has been designed
for CoAP resources, so E2E authentication, integrity, and non-repudiation are
guaranteed.
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6.5.4.1 Basic Operation

The key concept of this approach is the capability, which originally was defined
as a token, ticket, or key that gives the possessor permission to access an entity
or object in a computer system. Additionally, such capability is tamper-proof and
unequivocally identified. Optionally, a set of rights granted to the possessor can
be defined. The simplest option considers that the CPS receiving a request with
a capability knows also the correspondent right level. This assumption implies
both the simplicity of the authorization mechanism in the CPS but also the lack
of flexibility.

Finally, it also supports inherently the delegation from a subject to others and the
revocation of the capabilities and associated permissions.

In the implementation of this proposal, JSON is the format to represent the
capability token because of its suitability in constrained environments, such as those
suggested by IoT scenarios. The capability conveys several fields where the access
rights are defined as a set of action-resource conditions, and conditions are defined
as type-value-unit trios.

This basic operation consists of several steps, and it starts when a subject gets
a capability token from a capability issuer, (Fig. 6.10). This token is signed with
ECDSA by the issuer. Such signature is attached to the capability token. The
delivery can be preceded by authentication and authorization by the issuer but it
is out of scope on the proposal. Then the subject attempts to access the services in
a CPS attaching the token into the payload of a CoAP request. Additional Content-
Format header and Request-Uri are used to specify the format of the payload and
the resource to be accessed, respectively. Finally, the subject also signs the request
itself using ECDSA algorithm, whose value is attached to the request by adding a
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Fig. 6.10 Distributed capability-based access control architecture and flow
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new header called Signature. When the CPS receives the request, first it checks the
validity of the token. Then it checks sequentially the rights and conditions enclosed
in the token. In the positive case, the signature of the token is checked using the
public key of the issuer, and finally the authentication of the subject is performed
using the public key enclosed in the token and the signature of the CoAP request.
These two operations are done last to optimize energy consumption due to their cost.
Finally, once authorization decision is made, consequent CoAP response is sent to
the subject.

This proposal conveys a set of conditions as security policy enclosed in the
token. These conditions need to be met locally in the CPS and might refer to any
data available in the CPS. This feature is a promising step forward in the tightness
and the dynamic of the access control enforcement. However, the specification of
the conditions is limited to the matching function of constant values of some data
considered as local context. It does not support either the definition of expressions
instead of constants or advanced features such as reactive actions to be performed
as derived obligations.

From the security point of view, it is not desirable of the need for clock
synchronization required by the way to define the lifetime of the token. An
additional drawback is the lack of protection against reply attacks. In the feature set
of this approach token revocation is mentioned, but the steps in the basic operation
do not enable to carry it out, unless a notification is done to the CPS implying
both higher energy consumption and memory footprints. How the token is issued
is not described. Moreover, the token is issued signed by the issuer so integrity
is guaranteed, but confidentiality is not since it does not travel encrypted, unless
CoAP requests include DTLS. Additionally, even it is not mentioned in the proposal,
this would require a previous handshake, and a significant impact on the energy
consumption.

6.5.4.2 Tightness and Feasibility Discussion

This approach [54] has been implemented in C2 CPSs, and 480.96 ms is the
average time for the operation of request, authorization, and response, although
no token samples have been described. The used ECC and ECDSA cryptographic
functions have a cost by means of resources that CO and C1 cannot afford and,
therefore, feasibility in these CPS ranges is not achievable. It is worthy of note that
token format is JSON and that the minimum length is over 160 bytes, what points
out the need of packet fragmentation considering the short payload available in
802.15.4/6Low-PAN/CoAP packets (127 bytes). This fact could impact increasingly
in the performance as local context conditions are specified.

Regarding tightness, local context in the CPS is not considered. When a subject
tries to access a service in a CPS it attaches a capability token to the access request
sent first to the PDP. The PDP is responsible for making the granting decision if the
subject presenting such capability is authorized or not to access the CPS, but local
conditions are not considered.
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Table 6.5 Summary of DCapBAC analysis highlighting the high policy language expressiveness,
the scalability and the flexibility on the policy, but down-lighting the infeasibility in severely
constrained CPSs

Tightness Feasibility Flexibility

Policy language | Local Platform Transport Key Policy

expressiveness | awareness| (CO-CN) | Scalability| layer schema| changes
DCapBAC| High Low C2-CN | Yes CoAP/DTLS| PKC | Yes

Additionally, the centralized approach results in lower performance compared
with the distributed one.

Summarizing as shown in Table 6.5, this DCapBAC approach adapted to IoT
enables high policy language expressiveness so the enabled tightness is high, as
well as the scalability and the flexibility on the policy. However, it lacks of local
context awareness at enforcement time, and, additionally, the message exchange,
the network overload, and the assertion processing requirements are too heavy for
severely constrained CPSs making it infeasible.

6.5.5 Delegated CoAP Authentication and Authorization
Framework (DCAF)

Delegated CoAP authentication and authorization framework (DCAF) [56] defines
a protocol for delegating subject authentication and authorization in a constrained
environment for establishing a Datagram Transport Layer Security (DTLS) channel
between resource-constrained nodes as shown in Fig. 6.11.

6.5.5.1 Basic Operation

Inthis approach, authorization information and shared symmetric keys between E2E
endpoints are transferred through DTLS. In this proposal, the authentication of E2E
endpoints and the provision of authorization information are delegated to a trusted
third party with no computation or memory constraints.

DCAF relies on access tokens to enforce access control, so a requester subject
previously has to obtain a permission enclosed in an unforgeable token from
the CPS’s Authorization Manager. Such access tokens contain authentication and,
optionally, the authorization information needed to access the CPS. It also encloses
the pre-shared key (PSK) for the communication between the subject and the CPS.
Once a subject has got a valid access ticket it uses obtained PSK to establish a secure
channel with the CPS through a key exchange algorithm (handshake).

When the secure channel is established, authorized resource requests can be sent
by the subject to the CPS. The CPS will check every CoAP request confronting it
against.the authorization.informationreceived in the ticket. Concretely, which action
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Fig. 6.11 Delegated CoAP authentication and authorization framework (DCAF) architecture and
flow

is the subject allowed to perform on a resource of CPS. Aforesaid authorization
information is defined as a data structure to describe subject’s permissions for CPS’s
resources. In such data object, the resources are the local part of the URI (Uri-Path
and Uri-query options of CoAP). The permissions are simply the CoAP methods
of GET, PUT, POST, or DELETE. In such authorization information schema, basic
condition specification is not supported and, therefore, local context checking is not
supported.

6.5.5.2 Tightness and Feasibility Discussion

This approach is based on using a token to distribute pre-shared keys. Then, if
authorized, a handshake is performed to establish a DTLS channel. DTLS has been
defined as the basic building block for protecting CoAP, but few implementations for
small, constrained devices are available. TinyDTLS [57] has been developed offer-
ing the first open-source implementation of the protocol for small devices. However,
a performance evaluation and a feasibility assessment analysis are required. In fact,
as well as TLS, DTLS was designed for traditional computer networks and, thus,
some of its features may not be optimal for resource-constrained networks. For
instance, the loss of a message requires the retransmission of all messages inflight. A
smaller MTU leads to higher fragmentation of messages, which implies large buffer
requirements and more re-ordering and reassembly processing to compose the
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Table 6.6 Summary of DCAF analysis stating the medium policy language expressiveness,
the scalability, and the flexibility on the policy, but down-lighting the infeasibility in severely
constrained CPSs

Tightness Feasibility Flexibility

Policy language | Local Platform Transport Key Policy

expressiveness | awareness | (CO-CN) | Scalability | layer schema | changes
DCAF | Medium Low C2-CN | Yes CoAP/DTLS | PKC | Yes

complete DTLS message. Moreover, the fragmentation of the handshake messages
allows easy denial of service attacks. Finally, the DTLS handshake is completed
only if the verification of the Finished message is successful, which checks all
previous handshake messages and, therefore, requires a large buffer to queue them.

A DTLS handshake involves significant computation, communication, and
memory overheads in the context of constrained devices. The RAM requirements
of DTLS handshakes with public key cryptography are prohibitive for certain
constrained devices such as CO and C1. Finally, certificate-based DTLS handshakes
require significant volumes of communication, RAM (message buffers), and compu-
tation. Therefore, this approach is only feasible from C2 CPSs on, and the memory
limitations of CPSs restrict the number of DTLS sessions.

When assessing the performance of DTLS, besides cryptographic mechanisms,
enclosed security policies and their impact on the system performance and network
overhead should also be considered in the analysis.

Authorization policies are specified as a basic set of actions granted to be
performed by a subject accessing a resource in a CPS. Additionally, CBOR
serialization [58] instead of the JSON representation for policies enables to compact
the payloads in the CoAP protocol. In particular, the length of the capabilities and
the enclosed policies based on conditions on attributes are significantly compressed.

Regarding security features analysis, the expressiveness of the policy is coarse-
grained and local context is not considered at all. Given that CBOR is a general-
purpose serialization solution, the resulting compression of the policy is still not
sufficient for the CO and C1 CPSs considered in the envisioned scenarios; it is
feasible only in C2 CPSs.

Summarizing as shown in Table 6.6, this DCAF approach enables medium policy
language expressiveness so the enabled tightness is also medium, as well as the
scalability and the flexibility on the policy. However, it lacks local context awareness
at enforcement time, and, additionally, the message exchange, the network overload,
and the assertion processing requirements are too heavy for severely constrained
CPSs making it infeasible.

6.5.6 OSCAR

OSCAR [59] is an architecture for E2E security in the IoT. It is based on the concept
of object security that relates security with the application payload.
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Fig. 6.12 OSCAR: Object security architecture and flow

6.5.6.1 Basic Operation

The architecture includes an Authorization Server that provides subjects with access
secrets that enable them to request resources from constrained CoAP nodes as
shown in Fig. 6.12. The nodes reply with the requested resources that are signed
and encrypted. The scheme intrinsically supports multicast, asynchronous traffic,
and caching.

The security requirements of IoT are tackled at the network level and it adopts the
Representational State Transfer (REST) architecture model, so it behaves stateless
between the server and client. This feature is achieved through the concept of object
security that involves data security instead of communication endpoints.

In the OSCAR architecture, some computationally expensive operations are off-
loaded from constrained CoAP CPSs to more powerful workstations. Specifically,
constrained CoAP CPSs publish their certificates to Authorization Servers (AS), so
subjects first obtain properly signed and encrypted Access Secrets from the AS to be
authorized to access resources from constrained CoAP CPSs.

The scheme combines the object security principle with the capability-based
access control to provide communication confidentiality and protect CPSs from
replay attacks. Yet, a vast amount of work is based on the DTLS protocol and it
uses secure channels for authenticated certificate and Access Secret distribution.
So it brings together the concepts of connection-oriented security (DTLS for
authorization information) with those of content centric networking following REST
approach.

Concretely; both,subjects.and.CPSs haye valid certificates. An access secret is a
token generated by the Authorization Server and delivered to both the subject and
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CPS. The token encloses a symmetric key to encrypt the resource representation
in a CPS, and it is also used by the subject in the access request. The CPS returns
the resource signed with its private key and encrypted with the shared symmetric
key. These two actions can be performed during sleep time and be ready for service
time. It also enables caching and it is clearly oriented to content delivery services.
Otherwise, it is not oriented to requests beyond GET content method.

6.5.6.2 Tightness and Feasibility Discussion

OSCAR does not support local context-based access control enforcement in the
CPS. It has been evaluated in two hardware platforms [59]: (1) WiSMote platform
based on 16-bit MSP430 (series 5) microcontroller unit (MCU) with 16 kB of
RAM and an 802.15.4-compatible CC2520 radio transceiver; and (2) ST GreenNet
tag, an energy-harvested prototype platform from STMicroelectronics based on an
ultralow-power 32-bit ARM Cortex-M3 MCU (STM32L) with 32 kB of RAM and
an 802.15.4 radio transceiver. The results show that OSCAR outperforms a security
scheme based on DTLS when the number of nodes increases. OSCAR also results
in low energy consumption and latency for C2 CPSs, but it does not perform so well
in C1 CPSs.

The implementations point out requirements of additional 2156 bytes of ROM
and 500 bytes of RAM due to the library to parse the security objects, and due to
the storage of the ECC certificate of the CPS, the corresponding private key, and the
root trust certificate as the minimal necessary cryptographic material. Therefore, it
is not feasible in CO and C1 CPSs. Moreover, the excessive overhead of the DTLS
handshake is analyzed in [60].

Summarizing as shown in Table 6.7, this DCapBAC approach adapted to IoT
enables high policy language expressiveness so the enabled tightness is high, as
well as the scalability and the flexibility on the policy. However, it lacks local
context awareness at enforcement time, and, additionally, the message exchange,
the network overload, and the assertion processing requirements are too heavy for
severely constrained CPSs making it infeasible.

6.5.7 Ladon

Ladon [61, 62] enables mutual authentication and authorization in severely con-
strained CPSs CO and C1 through the establishment of E2E security associations

Table 6.7 Summary of OSCAR analysis highlighting the high policy language expressiveness,
the scalability and the flexibility on the policy, but down-lighting the infeasibility in severely
constrained CPSs

Tightness Feasibility Flexibility
Policy language | Local Platform Transport Key Policy
expressiveness awareness (CO-CN)  Scalability | layer schema | changes

OSCAR High Low C2-CN | Yes CoAP/DTLS | PKC | Yes
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based on pairwise keys. Ladon, which has been formally validated, ensures confi-
dentiality, integrity, and non-repudiation, and it is resistant to message losses as well
as replay attacks. It is based on Kerberos, but it avoids the requirement for the clock
synchronization and it is very efficient in terms of consumed energy.

6.5.7.1 Basic Operation

The operation of Ladon is organized into three different phases: the authentication
phase, the authorization phase, and the service access phase as shown in Fig.
6.13. In the authentication phase, the Ladon authentication server (AS) verifies the
identity claimed by the requesting subject. In a positive case, the subject obtains
a ticket granting ticket (TGT), which is a proof of the identity to request further
service tickets to the ticket granting server (TGS) during the validity period of the
TGT.

In the authorization phase, the TGS checks if a legitimately authenticated subject
has permissions to access resources in a CPS. In a positive case, both the CPS and
the requesting subject are provided with the information needed to establish an E2E
secure association.

Finally, during the service access phase, the subject presents the service ticket
enclosed in the request to the CPS, who checks it, and in the positive case, the CPS
responds with the requested information.
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The proposed authorization model is based on a combined design of RBAC
and ABAC, integrating attributes with pure RBAC. It follows an attribute-centric
approach where a role is not a collection of permissions, but the name of an attribute
called role. Each resource to be accessed in the CPS is preconfigured with the
accepted role value that is enclosed in the service ticket by the ACS dynamically. In
fact, the ACS might enclose different role values depending not only on the identity
of the subject but considering also some context conditions evaluated by the ACS.

But this dynamism affects only the central entity making the authorization
decision. After authenticating an incoming service ticket request, the TGS makes
the authorization decision, and in a positive case, it generates a service ticket with
the corresponding role embedded as an authenticated attribute. Therefore, Ladon
service tickets assert both, the veracity of the identity claimed by the subject and his
right to access the requested service.

6.5.7.2 Tightness and Feasibility Discussion

Ladon has been validated in CO CPSs. However, Ladon does not support policy
provisioning and accounting functionalities. In fact, Ladon defines a preconfigured
static policy specified as the allowed values for subject’s role in the CPSs, and it
supports the secure transmission of such authenticated role values in the subject’s
requests. This behaves neither flexible nor scalable.

Summarizing as shown in Table 6.8, this Ladon approach is feasible in severely
constrained devices even with a low tightness in enforcement as well as scalable.
However, it lacks flexibility on the policy and local context awareness at enforce-
ment time.

6.5.8 Hidra

Hidra [63] is a formally validated solution for establishing E2E security associations
through pairwise keys, guaranteeing mutual authentication, expressive policy injec-
tion, tight enforcement, and accounting for further tracking and auditing purposes.
This proposal claims to be the first to enable tight access control suitable for severely
constrained CO CPSs. This novel model tackles the limitations of current access
control approaches for constrained devices by defining an expressive but lightweight

Table 6.8 Summary of Ladon analysis highlighting the feasibility in severely constrained CPSs
and the scalability, but down-lighting the low enforcement tightness, the low policy language
expressiveness, and the lack of flexibility

Tightness Feasibility Flexibility
Policy language | Local Platform Transport | Key Policy
expressiveness | awareness | (CO-CN) | Scalability | layer schema | changes

LADON | Low None CO-CN | Yes UDP SKC No



6 Survey on Access Control Models Feasible in Cyber-Physical Systems 141

policy language. Moreover, it also enables tight policy enforcement in CPSs based
on local context conditions and corresponding obligations. Furthermore, policy
evaluation and enforcement is performed not only during the security association
process but also afterward, while the security association is in use. In order to
optimize both computation and storage requirements in CPSs, such a dynamic
policy cycle specifies an efficient message exchange protocol.

6.5.8.1 Basic Operation

Hidra enables the E2E security association establishment between the requesting
subject and the sensor acting as a tiny information server. Hidra is based on SKC
and each endpoint is assumed to own a secret key shared with the ACS. The basic
operation relies on the use of tickets [63, 64], a token that is distributed by the
ACS, which contains a proof of the identity of the requesting subject. Such tokens
are encrypted with the proper secret keys so that only the entities which they are
intended for are able to decrypt them.

Hidra, depicted in Fig. 6.14, is based on a three-party architecture, and pro-
vides authentication, authorization in two steps, dynamic policy provisioning, and
accounting through four phases. First a subject addresses the ACS, and after a
successful authentication (1) the subject that wants to access a service in the CDS
obtains a ticket granting ticket (TGT).
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(1) This TGT is enclosed by the subject in the request to obtain resource tickets
required to access any resource on the CPS. This solution supports the ABAC
enforcement in two steps. In the first one, as condition to release any resource
ticket, fine-grained primary authorization is performed in the ACS (2), based on
the attributes of the subject, requested resource, and expected actions. In the case of
a positive authorization decision, the ACS sends a message to the CPS conveying
an expressive authorization policy instance (2'), and also sends a message to the
subject including a resource ticket (2/7). This dynamic policy deployment avoids
the permanent storage of the policies in the CPS and reduces significantly network
overhead compared with approaches enclosing the policy in the resource ticket.

In the second authoritative step, the subject accesses the CPS enclosing the
obtained resource ticket in the request, and the local context-based access control
is performed in the CPS (3). First, the correspondent rule is evaluated to make the
granting decision, and then the corresponding reactive obligations are enforced. In a
positive authorization case, a shared session key is established to be used on further
E2E resource accesses.

Hidra supports also a pair of messages to enable precise accounting (4). By
means of these messages, the CPS notifies details like who performed what action,
where, and when. These notifications are collected, normalized, and processed by
the ACS. Additionally, the ACS can react and send a properly generated policy
message, enabling the dynamic delegation, request, cancellation, and revocation of
permissions.

Then, whereas the lifetime is not over or security association is not abruptly
finalized, policy (2)-based tight authorization is enforced in the CPS autonomously
in each and every further request attempt (3).

Therefore, unified, coherent, and adaptive policy management is performed
by the ACS. Additionally, the adopted architecture enables to rely on the most
expensive features on the ACS, which entails the usage of standard security and
access control technologies in the unconstrained interactions. This feature enables
the denial of the most unauthorized access attempts before reaching the CPS,
avoiding unsuccessful message exchanges and, thus, saving energy in the CPS,
which is a crucial aspect.

6.5.8.2 Tightness and Feasibility Discussion

Hidra is fully compliant with both enforcement tightness and feasibility require-
ments. The specific purpose policy language can be seen as a balanced subset of
XACML and enables fine-granularity through expressive conditions, obligations,
and usage control. Additionally, Hidra enables a two-step authorization as well as
custom policy provisioning, enabling the local context-based authorization enforce-
ment and raising the flexibility through dynamic policy-driven access control.

The feasibility and scalability of this approach have been formally and experi-
mentally validated in CO constrained devices [63, 64] at a laboratory. By means of
transport'protocol'stacky this'specifically'designed security protocol runs over UDP
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ignoring trending CoAP/DTLS standard adoption, but by means of adoption, there
is no reference to any use-case scenario pointing to high-technology readiness level
values.

Summarizing as shown in Table 6.9, this Hidra approach enables high policy
language expressiveness so the enabled tightness is also high, as well as the
scalability and the flexibility on the policy. It also enables local context awareness
at enforcement time, and it is remarkable for its feasibility in severely constrained
CPSs.

6.5.9 Discussion About IoT Taylored Access Control Solutions

Up to here, access control approaches specifically tailored to IoT applications have
been analyzed, and Table 6.10 shows a summary of their main features. Basically,
the currently implemented and adopted static and coarsely grained policies to be
enforced locally in the CPS are not applicable for service-oriented open scenarios,
where operation and management access is by nature dynamic and ad hoc. However,
some approaches specifically adapted to [oT are available ready to be validated in
real implementations. From the feasibility perspective, one easily adopted option

Table 6.9 Summary of Hidra analysis highlighting the balance between the tight enforcement and
the feasibility in severely constrained CPSs

Tightness Feasibility Flexibility

Policy language | Local Platform Transport | Key Policy

expressiveness | awareness | (CO-CN) | Scalability | layer schema | changes
HIDRA | High High CO-CN | Yes UDP SKC Yes

Additionally, it enables local context awareness as well as scalability and flexibility on the policy

Table 6.10 Summary of the access control models tailored for constrained devices

Tightness Feasibility Flexibility

Policy

language Local Platform Transport Key Policy

expressiveness | awareness | (CO-CN) | Scalability| layer schema | changes
XACML’ | Very high Low C2-CN | Yes CoAP/DTLS| PKC | Yes
UCON High High C2-CN | Yes None n/a Yes
CapBAC’ | High Low CN Yes HTTP/REST| PKC | Yes
DCapBAC| High Low C2-CN | Yes CoAP/DTLS| PKC | Yes
DCAF Medium Low C2-CN | Yes CoAP/DTLS| PKC | Yes
OSCAR | High Low C2-CN | Yes CoAP/DTLS| PKC | Yes
LADON | Low None CO0-CN | Yes UDP SKC | No
HIDRA | High High CO0-CN | Yes UDP SKC | Yes

Analysis is based, firstly, on the effectiveness by means of the expressiveness of the policy and
the local context awareness; secondly, on the efficiency conveying the feasibility in different CO-
CN constrained device categories, the scalability, the standards adoption in transport layer and
cryptographic.schemagand-finally; flexibilityswhere policy changes are highlighted.
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is a centralized architecture, where an unconstrained central server grants access
to requester subjects based on traditional standard mechanisms and protocols such
as XACML. This solution, named XACML’ in Table 6.10, supports the most
expressive policy languages but the granting decision is unaware of the local context
in the CPSs. An additional drawback is that, according to [65], it also implies
high energy consumption and high network overhead because messages containing
requests and authorization responses are transmitted through the network.

From the continuous access control enforcement, the Usage Control model [31]
and the attribute-based policy schema [52] enable a completely different alternative
solution, which extends traditional unconstrained access control systems. In this
approach, the decision to grant access is made before the first access occurs rather
than during it, and it enables the continuous protection of the resources during access
considering also consumption activities. This solution supports obligations for usage
control but does not include a proposal addressing its feasibility in any CPS class.

Analyzing the distributed architecture approaches, a recent alternative to ABAC
or RBAC is capability-based access control, which is adequate to IoT in the
proposal [53], named CapBAC’ in Table 6.10. CapBAC for IoT supports the agile
authorization decisions based on the possession and presentation of an unforgeable
token denoted by capability [66]. Such a token conveys a subject identifier, the
permissions, a validity period, and the authorization chain. The token is represented
as an XML schema, and the validated scenarios are implemented in Java language.
Consequently, the resource implementation is feasible in small devices but not in
constrained CPSs. Furthermore, neither entity authentication nor digital signatures
are supported. Nevertheless, CapBAC for IoT is an interesting model.

The concept of capability-based access control has inspired some other
approaches specifically defined for constrained CPSs. A fully distributed approach
enables the CPSs to make authorization decisions autonomously [54, 67], and it has
been successfully validated in smart building scenarios [68]. This proposal, named
DCapBAC in Table 6.10, is based on an optimized version of the ECDSA to enable
PKC in CPSs. It guarantees E2E authentication, integrity, and non-repudiation
without requiring the intervention of any intermediate entity. Concretely, PKC is
suitable for large-scale deployments since it enables E2E autonomous session key
establishment between peers. The tokens (also referred to as capabilities or tickets)
might optionally include additional contextual conditions expressed as type, value,
units (TVU) tuples, which are locally checked in the CPS after the capability has
been validated.

Still, this solution discloses some drawbacks. First, this option fails to tackle
the commissioning of the tokens, namely, the life cycle that involves multiple
generations, the delivery conditions and constraints, or the usage and revocation.
Furthermore, this approach implies that the subject must retrieve a valid token
beforehand from a trusted third party. That is, it requires that, prior to the access
attempt, the subject obtains a valid capability. This requirement is neither flexible
(because it implies granting coarse-grained permissions) nor dynamic (because it
depends on the lifetime of the token). Therefore, the required local conditions are
static because there'isnotokenrefreshingoption and, therefore, it supports changes
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neither in local execution context nor in the status of resources in CPSs. Moreover,
specific to the policy language, since it does not support expressions, condition
checking is limited to matching functions of static values, and obligations are not
supported. Finally, successful validation has been conducted in C2 CPSs with 32-bit
CPUs, but due to the computational cost and the energy consumption related to the
PKC and the length of the capabilities, this approach is not feasible in CO and C1
CPSs [55, 69].

The delegated CoAP authentication and authorization framework (DCAF) [56]
is a similar alternative. This approach proposes the use of a token to distribute
preshared keys. That is, in the case of a positive authorization, a handshake is done
to establish a secure DTLS channel. Authorization policies convey local conditions
that are evaluated as attribute value matching. In addition, instead of the JSON
representation for policies, CBOR serialization [58] is adopted, to compact the
payloads in the CoAP protocol and, specifically, to compress the length of the tokens
and the enclosed policies. However, since CBOR is a general-purpose serialization
mechanism, the compression factor is not sufficient for the CO and C1 CPSs yet.
Consequently, it is feasible only in C2 CPSs.

An object security architecture for IoT, named OSCAR, is proposed in [59].
This scalable solution that enables E2E secure access control enforcement relies on
PKC, and it supports multicast, asynchronous traffic, and caching. Unfortunately,
OSCAR involves an excessive overhead required by DTLS handshakes. In order to
overcome such overhead, the delegation of the session key establishment process
to an intermediate entity is undesirable from a security point of view. Additionally,
since the specification of the access control mechanisms is poorly described, some
requirements related to local context awareness or obligations to implement reactive
actions are not covered.

Focusing on the access control models which are feasible and adopted in severely
constrained devices, Ladon [61] enables authentication, authorization, and secure
E2E session establishment based on SKC. However, it supports neither policy
provisioning nor accounting functionalities. In fact, Ladon defines a preconfigured
static policy specified as the allowed values for subject’s role in the CPSs, and it
supports the secure transmission of such authenticated role values in the subject’s
requests. Therefore, Ladon is not a flexible solution and scales poorly.

Finally, there is an innovative access control model named Hidra, which enables
high policy language expressiveness so the enabled enforcement tightness is also
high, as well as the scalability, the flexibility on the policy, and the traceability. It
also enables local context awareness and usage control at enforcement time, and it
is remarkable for its feasibility in severely constrained CPSs.

Up to here several approaches have been analyzed. Table 6.11 conveys the
tightness, the feasibility, and the flexibility of the aforementioned access control
models. To summarize, (1) traditional access control solutions are not feasible in
all constrained devices (CO-C2 CPSs) due to their big impact on the performance
although they provide the highest effectiveness by means of tightness and flexibility.
(2) Recent access control solutions designed for constrained devices can be imple-
mented only in'C2'CPSsrandlack policyexpressiveness in the local authorization



146 M. Uriarte et al.

Table 6.11 Access control models overview categorized by the most suitable constrained device
category

Tightness Feasibility Flexibility
Local Performance | Policy
Expressiveness | awareness | impact changes
Traditional AC models High High High High
AC models adapted to C2-CN | Medium Low Medium Medium
AC models adapted to CO-CN | Low Low Low Low

Performance impact limits the feasibility in severely constrained devices, whereas effectiveness
is understood as expressiveness of the policy, local awareness, and flexibility decreased with the
capabilities of the devices

enforcement. Most of them share the token-driven approach (XACML assertion,
capability, token, etc.) in a mixed enforcement architecture enabling an acceptable
degree of changes in the policy. (3) Access control solutions currently feasible
in CO and C1 CPSs have been based on authentication and very coarse-grained
and static policies, scale badly, and lack a feasible policy-based access control
solution. However, an innovative approach named Hidra enables tight and feasible
local context-aware enforcement, being flexible and scalable, and includes also
accounting and usage control functionalities for any CPS level (C0-C2).

Therefore, there are several solutions that can be adapted to different scenarios
and provide expressive, policy-based fine-grained authorization services in the
envisioned scenarios of constrained but manageable sensor networks, which need
to be validated in real use-case scenarios to raise their technology readiness levels.

6.6 Conclusions and Future Work

This chapter conveys an overview of current security solutions, specifically access
control solutions, on CPSs implemented in constrained devices, and accessible as
things in an IoT.

Concretely, the main contribution of this chapter is an exhaustive analysis of eight
different access control models suitable for IoT, which being tailored for constrained
devices are assessed under two key criteria: tightness and feasibility. The analysis of
such eight innovative adjusted approaches evaluates in what degree these models do
support fine-grained and tight security policy enforcement in severely constrained
devices, since the currently implemented static and coarsely grained policies to be
enforced locally in the CPS are not applicable for service-oriented open scenarios
where operation and management access is by nature dynamic and ad hoc.

In fact, the aforementioned CPSs are the smarter the better, and they contribute
to a higher visibility in field activity, so they enable enhanced decision making
and more adaptive behavior of systems and ecosystems that integrate pervasive
and ubiquitous ICT technologies. Large-scale IoT applications involve a massive
deployment of sensors and actuators, which are cheap, so they are implemented in
a range of constrained device sensors and CPSs classified from CO to CN according
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to [69]. Moreover, depending on the use-case and location, they may require power
autonomy and, therefore, demand low power consumption mechanisms. Addition-
ally, beyond the behavior of the CPSs as measurement publishers, more intelligent
IoT scenarios are also envisioned, in which CPSs integrate tiny information servers
that support smarter and more manageable applications. In such use-cases, users
directly query the tiny servers, through a secure E2E communication. However, in
such IoT applications, security (and more specifically, access control) remains an
insufficiently solved need.

The security solutions to meet the aforesaid security requirements are formulated
as a set of features as confidentiality, authentication, integrity, authorization, non-
repudiation, and availability. These security features rely, on the one hand, on a
combination of cryptographic mechanisms that present a high computational cost,
such as block ciphers, hash functions, or signature algorithms, which require a
proper handling of cryptographic keys. And, on the other hand, these features are
implemented through non-cryptographic mechanisms for authentication, authoriza-
tion, and other security policy enforcement functions. For the latter purpose, the
security policy has to be adequately codified and an enforcement engine is required,
which might be also ready to accept policy changes during life cycle of the device.

In the context of the constrained devices required in large-scale deployments,
the security must focus not only on the required security services, but also on how
these services are realized in the overall system and how the security functionalities
are executed. How these access control models protect the confidentiality and
the integrity of the data exchanged with constrained devices, as well as the
authentication and authorization enforcement of any endpoint accessing data in
the constrained device are analyzed, under two main criteria: feasibility and least
privilege principle adherence.

For that end, firstly, the features and constraints related to the considered
constrained devices are described. It is relevant to consider how these constraints
impact on the feasibility of any access control model. The constrained device classi-
fication depending of the resource capabilities such as limited computing capacity,
little memory, insufficient network bandwidth, and often limited battery power
helps to understand the limitations toward the traditional access control solutions.
Additional difficulties of the constrained networks augment the limitations derived
from resource scarcity.

On the other hand, when designing and applying access control models, the
tightness of the enforcement is related to the granularity of the policy, but there
is always a trade-off between expressiveness of the policy and practical feasibility.
Moreover, an access control model should cover not only a feasible security policy
definition and enforcement, but also a way to enable the policy changes so needed in
open and dynamic environments. For that purpose, the chosen security architecture
has inherent benefits and drawbacks whether it is either centralized or distributed.
Additionally, it is analyzed how they tackle with the local context awareness.
Finally, since cryptographic mechanisms support the implementation of the aimed
security features, less exigent symmetric key schemas’ weakness and strengths are
compared to'that'of public' key schemas;which present better scalability.
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Secondly, access control foundations are presented where the policy-driven
paradigm enables more flexible and scalable solutions. Additionally, an overview
of the existing access control models is conveyed, where the most extended is the
ABAC model but the alternative UCON proposes the policy enforcement not only
prior to the access but also during the access. Although these two models are not
feasible directly, they can be considered as the foundations for any access control
model optimized for constrained CPSs. Thirdly, an overview of existing policy
languages is conveyed pointing out the contribution of the main features to the
expressiveness and, consequently, to the tightness of the enforcement and adherence
to the least privilege principle.

Finally, as traditional access control models are not feasible, new access control
models specifically optimized for IoT environments have been presented. Among
them, eight different approaches are conveyed as appropriate to be deployed in
several scenarios with different constrained device classes. First, the so extended
XACML has been adapted to IoT as a centralized ABAC implementation. Alter-
natively, UCON adapted to IoT is described, which proposes a distributed access
control enforcement model not only before the first access but also during it.
And the third most differentiated approach is the capability-based access control
with two proposals, third and fourth, which convey progressive distribution of
the authorization decision and enforcement based on capabilities distributed based
on a PKC schema. The fifth approach proposes a token-based access control
that can be seen similar to previous ones but fully compliant with constrained
environment standards as CoAP and DTLS. The sixth is OSCAR, which conveys
an object security architecture relying on PKC and DTLS. The seventh proposal
named Ladon that is absolutely optimized and feasible in severely constrained
scenarios proposes a RBAC authorization enforcement based on a SKC schema.
Finally, the eighth approach named Hidra that is feasible in severely constrained
devices proposes a local context-based access control model enabling a tight policy
enforcement, through a specific purpose policy language, as well as the dynamic
policy provisioning and accounting mechanisms for further tracking and auditing.

To conclude, there is an innovative suitable solution that can provide expressive,
policy-based, fine-grained authorization services in the envisioned scenarios of
severely constrained but manageable CPS networks. Moreover, currently existing
IoT tailored approaches share the concept of mixture of the authorization decision.
That is, most of them involve a trusted third party which enforces a preliminary
authorization and then issues a kind of token (XACML assertion, capability, token,
etc.) enclosing granting data. Among other enclosed data, most of them propose
to enclose required keying data and also a locally enforceable policy limiting their
expressiveness to a short set of attributes. They differ basically in the representation
of the token, the policy, and the relationships with the issuer. Derived from these
differences, some of them are more suitable or not in the range of constrained device
classification. Therefore, further research is required in the validation scenarios
for the expressiveness and feasibility of the local context-aware policy definition,
provisioning, and enforcement.
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Chapter 7 ®
Security Challenges and Concerns Qe
of Internet of Things (IoT)

Aniruddha Bhattacharjya, Xiaofeng Zhong, Jing Wang, and Xing Li

Abstract The Internet of Things (IoT) signifies the interconnection of exceedingly
heterogeneous networked entities, for instance, sensors, actuators, smart phones,
etc. In accord with concrete functions, the network structure of the IoT is divided
into three hierarchies: the bottom hierarchy is the sensing equipment for information
acquisition; the middle hierarchy is the network for data transmission, whereas
the top hierarchy is intended for applications and middleware. The uniqueness of
the IoT proclaims new challenges to security requirements, dissimilar from pre-
vious technology trends. Moreover, to guarantee resilience, fail-over and recovery
mechanisms must be provided to uphold operations under failure or attacks, and
to return to normal operations (failure/attack mitigation). To uphold the end-to-
end method, the gateway requirements to endure invisible to the communicating
endpoints. The Constrained Application Protocol (CoAP) is an ideal protocol, for
being used with constrained devices and low-power networking. To give more
security, to the major UDP (User Datagram Protocol) well-known applications, for
instance, Voice over [P/Session Initiation Protocol (VoIP/SIP), Datagram Transport
Layer Security (DTLS) can run on top of UDP instead of TCP (Transmission
Control Protocol). In our research, we have found that hybrid RSA (Rivest—Shamir—
Adleman) algorithm can be a good one with efficiency, more security, and more
privacy protected way and can work for end-to-end encryption requirements for
future Internet of Everything (IoE). In general, future researches in the security
issues of the IoT would mostly quintessence on the following characteristics,
the open security system, individual privacy protection mode, terminal security
function, related laws for the security of the IoT, etc. It is unquestionable that the
security of the IoT prerequisites a series of policies, laws, and regulations, perfect
security management system for mutual collocation.
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7.1 Introduction

The Internet of Things (IoT) signifies [1-20] the interconnection of exceedingly
heterogeneous networked entities, for instance, sensors, actuators, smart phones,
etc. In accord with concrete functions, the network structure of the IoT is divided
into three hierarchies: the bottom hierarchy is the sensing equipment for information
acquisition; the middle hierarchy is the network for data transmission, whereas
the top hierarchy is intended for applications and middleware. The IPv6 and web
services as major building blocks for IoT applications have formed a homogeneous
protocol ecosystem, letting simple integration of IoT devices in a Low-power and
Lossy Network (LLN) with Internet hosts. The uniqueness of the IoT proclaims
new challenges to security requirements dissimilar from previous technology trends.
Moreover, to guarantee resilience, fail-over and recovery, mechanisms must be
provided to uphold operations under failure or attacks, and to return to normal
operations (failure/attack mitigation). We can choose Datagram Transport Layer
Security (DTLS) as our security protocol that depends on this protocol stack. Alike
the security needs in traditional networks, such as the Internet, we can think about
three security goals for IoT scenario [1-20]:

Authenticity: Receivers of a message can recognize their communication compan-
ions and can identify if the sender information has been forged.

Integrity: Communication companions can identify modifications to a message for
the duration of transmission.

Confidentiality: Attackers cannot get information about the matters of a secured
message.

DTLS fulfills these goals. The authentication is accomplished during a fully
authenticated DTLS handshake and depends on an exchange of X.509 certifi-
cates comprising Rivest—-Shamir—Adleman (RSA) keys. An unconstrained network
(UCN) is classically signified by the Internet, while the l1oT comprising of a low-
power wireless personal area network (LoWPAN) signifies the constrained domain.
An loT gateway placed on the edge among the constrained network (CN) and
the UCN adapts the communication among these two domains. Its role typically
encompasses the adaptation between dissimilar protocol layer implementations.
Also called a border router, it carries out protocol translations vis-a-vis end-to-end
10T security. The gateway is usually an unconstrained device, which can be used for
scaling down the functionalities from the UCN to the CN domain. The gateway can
be used for handling security settings in peripheral constrained networks. To uphold
the end-to-end method, the gateway requirements to endure invisible to the commu-
nicating endpoints. A node on the UCN can be either Hypertext Transfer Protocol
(HTTP) enabled or only Constrained Application Protocol (CoAP) enabled. The
communication protocols existing or being designed at the IEEE and IETF now
empower a standardized protocol stack. The mechanisms founding this stack must
thus empower Internet communications encompassing constrained sensing devices,
while coping with the necessities of low-energy communication environments and
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the aims and the lifetime of IoT applications [21—40]. In order to talk this issue
for the IoT, the IETF has started the Constrained RESTful Environments (CoRE)
working group, which aims at standardizing the incorporation of constrained devices
with the Internet at service level. The CoRE proposal aims to permit the integration
of constrained devices with the Internet, at service level. CoRE proposes the use of
CoAP in constrained devices, a specialized RESTful Web transfer protocol. CoAP
is a specialized web transfer protocol aimed to be used by constrained devices in
10T machine-to-machine (M2M) applications. It is responsible for a client/server
interaction model between application endpoints and comprises the same key
functionalities of HTTP. So, CoAP can be easily interfaced with HTTP, resulting
the web integration simplified while also guaranteeing M2M critical necessities,
for example, built-in discovery, simplicity, multicast support, and low overhead.
Yet, application layer protocols recurrently delegate security techniques to the
transport layer, which benefits in attaining end-to-end security. The overhead caused
by this security mechanism is very significant to the overall system performance.
One such protocol is DTLS, which furthermore has inbuilt binding within CoAP.
Security is fundamental for the application areas. We should take care of the
basic security services, for example, confidentiality, authentication, and freshness
of secret keys between two communicating entities. Information exchanged in
the network requisite to be protected end-to-end. To cope with these security
necessities, CoAP offers DTLS and when DTLS NoSec mode is selected, the
CoAP communication could be secured using IP Security (IPSec) at the network
layer in an LLN. Nevertheless, DTLS was not intended for lossy networks and
constrained devices, it has appeared as a vital candidate to deliver security in loT.
Nevertheless, it cannot be employed as it is, ever since it is well-thought-out to be
too heavy for using in constrained environments and networks such as 1oT. Thus
emerged numerous lightweight implementations of DTLS are there now for use
in loT. Lightweight DTLS implementation could depend on employing any of the
following techniques:

1. Pre-shared key (PSK)
2. Raw public key
3. Certificates

The CoAP protocol defines bindings to DTLS (Datagram Transport Layer
Security) to secure CoAP messages, together with a few mandatory minimal
configurations suitable for constrained environments. The acceptance of DTLS
implies that security is reinforced at the transport layer, rather than being designed
in the context of the application layer protocol. DTLS provides promises in terms of
confidentiality, integrity, authentication, and non-repudiation for application layer
communications using CoAP.

In the last section of this chapter, we have highlighted some case studies and
open research issues.
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7.2 Internet of Things Architectures, Properties,
and Security Requirements

7.2.1 Architectures and Basic Properties

With the contextual features of Internet, the IoT [29-33, 35-45] is an emergent
technology uniting EPC standard, wireless communications technology, Radio
Frequency Identification (RFID) technology, and so on, to empower human to
commendably solve various defies of modern society. IoT brings together and
processes detailed information consisting of events and environments, by use of
billions of connected things, making our life more comfortable, more productive,
safer, and healthier. To explore IoT’s hidden prospectives, to address many global
complications, for example, energy scarcity, pollution, food, climate change, and
water, along with the challenges of transportation, urbanization, and healthcare,
the International Telecommunication Union (ITU) is making the IoT standardized
for several years in the Telecommunication Standardization Sector (ITU-T). ITU-T
Study Group 20 was formed in recent times, to further endorse coordinated advance-
ment of global IoT technologies, services, and applications. M2M communication
technologies deliver an efficient, reliable, and secure communication platform for
the almost all of 50 billion IoT devices, that are anticipated to be linked to the
succeeding generation (recognized as 5G) mobile networks in 2020 and beyond.
IoT is not only a confined infrastructure for interconnecting things only inside
a locality (e.g., a building, an enterprise, or a city), but a global infrastructure
to connect things by use of interoperable underlying communication networks.
“Overview of the Internet of Things” (ITU-T Y.2060), ratified in 2012, has been
enriched by a number of recommendations on IoT common framework, capabilities,
use cases, and necessities. In ITU-T Y.2060, the thing has been well defined as
an object of the physical world (physical thing) or the information world (virtual
thing), which can be totally able to be identified and integrated into communication
networks. Figure 7.1 depicts the IoT reference model detailed in ITU-T Y.2060.
This layered reference model shows us a generic and universal model, with the
critical functions and abilities of the IoT architecture. It has a great advantage
of decreasing the implementation difficulties and endorses interoperability amid
numerous loT applications and communication technologies. The [oT reference
model comprises of four horizontal layers and the common management and
security capabilities allied with all layers. The application layer is the topmost layer
that comprises numerous [oT applications, e.g., smart grid, intelligent transport
systems, e-health, and smart home. The service and application support layer is the
second layer, which comprises generic support capabilities along with application-
specific support capabilities. The generic support capabilities are common abilities
relevant to many applications, while the application-specific capabilities work for
a particular application’s necessities as their names denote. The network layer
comprises the networking and transport capabilities. The networking capabilities
executesthe,connectionyof thingssto;networks and maintain that connectivity. They
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comprise functions for resource allocation, routing, mobility management, access
control, etc.

Likewise, the transport capabilities comprise functions for transporting IoT
application data along with control and management instructions. The device layer
at bottom comprises a collection of device capabilities and gateway capabilities.
The device capabilities empower things to interact with a network straight or
via a gateway. They are comprised of ubiquitous sensor networking functions.
Likewise, the gateway capabilities comprise privacy protection, security, and pro-
tocol translation functions to allow resource-constrained IoT devices empowered
with heterogeneous wireless technologies, such as Zigbee, Bluetooth, and WiFi, to
be connected securely through a network. Management and security capabilities
are also considered as generic and specific capabilities. The generic management
capabilities comprise device management functions such as software update, net-
work topology management, status monitoring and control, and traffic, congestion
control, and remote activation. The generic security capabilities comprise integrity
protection, privacy protection, access control, authentication, confidentiality, and
authorization, etc.

The essentials of IoT security [29-33, 35-44] include information sensing with
high safety, trustworthy data transfer and information control with high safety. The
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security system of the IoT can be classified into three layers, the Sensor Layer
Security, the Network Layer Security, and the Application Layer Security. Firstly,
any object in this earth is having connection to the Internet. So, it is well understood
that nodes will communicate effortlessly with each other. Secondly, sensing at any
time anywhere in all place like an all-round sensing, resulting in identification of
any object connected in IoT automated, no manual intervention is needed. The
third is intelligent processing. Intelligence control, self-feedback, and automation,
etc., characterize the intelligent processing. This security framework is depicted in
Fig. 7.2. In general, we always have to take care about three characteristics in IoT.
The first one is entirely perception. To make clearer, to gain access to the information
of object anywhere at any time by use of various means, like RFID, sensors and
two-dimensional code. The second one is reliable delivery. To make clearer, it
is to send information of the object correctly at real time through incorporating
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telecommunication network and Internet. The third one is intelligent processing,
analyzing, and processing massive data and executing intelligent governing power
on objects by the usage of cloud computing, fuzzy recognition, and other intelligent
computing techniques. The most frontend layer is Sensor Layer or Perception Layer,
which is mainly responsible for information collection and so it is well understood
that it has one of the most significant roles in the security of [oT.

So, now let us have some highlights on Security issues in sensor layer. If we
consider the case of traditional network, sensor nodes in IoT positioned in an
unattended environment, there are some new characteristics in sensor network.

1. Wireless link signal strength is very feeble

Sensor nodes spread data to each other primarily by wireless network and most
of them can work well in longtime environments and with low-power environment.
The disturbing waves usually affect the wireless communication’s signal. So, it is
obligatory to not to transfer information by wireless network.

2. Node is visible

In the wireless data communication, hidden terminal and exposed terminal
problems are most prominent problems, as wireless channel is an open and shared
channel. For better understanding, let us consider an example, when we use RFID
technology in sensor layer, the object which embedded an RFID chip will be
censored not only by its owner but also by others. So this way, we can understand
that the sensor node is the best place for all kind of attackers.

3. The network topology is dynamic

Locations of 10T node frequently change from one place to another. In compar-
ison with traditional Transmission Control Protocol (TCP)/IP network, all network
monitoring technologies or cyber defense technologies have to deal with more
complex network data, more exactingly real-time demand in the scenarios when
50 billion IoT devices will be connected.

4. Computing capacity, storage capacity, and energy are limited

Typically, IoT node is a product of low-power consumption. Most vulnerable
issues are that their computing capacity, storage capacity, and energy are limited.
So, it is well understood that our present security technologies of traditional network
cannot shift to IoT effortlessly.

So, now let us have some highlights on security technology in sensor layer.

1. Encryption mechanism

Point-to-point encryption and end-to-end encryption are two uppermost forms
of cryptographic applications in traditional network. From the IoT framework,
generally it can be seen that, the node of sensor layer, is low speed CPU, for instance,
single chip system. So, for good security, we need to use large storage and high
power for Encryption and Decryption but here we cannot use large storage and high
powerrSoy Encryption techniquerinloT should be very much lightweight.
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2. Access control

Access control mechanism in IoT is very special and differs than normal
networks. In our TCP/IP network, a “person” used to give approval to access the
system but in IoT, it is “machine.” So, it prerequisites to assign and transfer sharing
data in a self-determined method between node and node.

3. Authentication mechanism of nodes

At receiver end, the authentication mechanism is used to make sure of the real
identity of sender and make sure whether the data is altered for the duration of the
transmission. It is very obligatory, for IoT architecture, to make sure that the true
node is working, Encryption mechanism can make the data confidential by encoding
the data, and it can stop intruder from stealing and altering crucial information by
use of data encryption.

In other opinion, sometime we say that the Sensor Layer as the Perception Layer.
So, the functions are totally same, it is like another name only. So, the perception
layer is primarily responsible to capture and gather, distinguish, and identify objects’
information in physical world. The layer consists of laser scanner, cameras, GPS,
sensors, RFID tags, literacy device, and so on.

The second layer is the network layer as shown in Fig. 7.2. This layer is used to
transmit and process information acquired by the perception layer or sensor layer.
Also, this layer is responsible for delivering reliable communication support to the
application layer.

The top level is the application layer as shown in Fig. 7.2. This layer is used
to process intelligently massive amount of data, data accumulated from numerous
sources with various types and interactive display. The layer uses cloud computing,
data mining, middleware business management, and so on, for the control and man-
agement of objects’ information. We have to look for very coordinated association of
the information technology and the industry-specific technology for the upcoming
and development of the application layer.

Now, at the time of building the security architecture of the IoT, which is used to
resolve the security difficulties, now we are facing it from the bottom layer to the top
one of the IoT system. Some of the most concerning security problems among the
security difficulties are information acquisition security, information transmission
security, information processing security, physical security, and so on. So, when we
are designing the security architecture, we have to take care about vulnerabilities in
every layer. Figure 7.3 depicts one kind of ideal security architecture of the IoT.
As explained in Fig. 7.3, the whole system consists of four layers, which work
layer-wise. It works for the physical security of terminal equipments positioned
in perception layer and local data storage, the protection of wireless transmission
of sensor networks, the security of computer networks and mobile communication
transmission, and the data service security on application layer.

Ever since the terminal equipment, like RFID tags, being used for identifying
entities and all sorts of low-cost sensors, being used to observe objects’ status
modification or alteration positioned at the perception layer, is mostly restricted by
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Fig. 7.3 Security architecture of the IoT

the constrained computing resources and mass positioning but with unverified status
in positioning environment, those terminal ends are highly in danger to several kinds
of attacks.

The network layer security as per its function is categorized into two types, based
on the access layer and the core layer transmission. The core network transmission
security problem has a complete security protection ability due to its traditional
benefits of network information safety. It also has the traditional network security
dangers and defenselessness. Moreover, quantitative scale of nodes positioned in
the IoT is gigantic, which an attacker can explode very easily to initiate a denial
of service (DoS) attack and block network finally. On the contrary, the access layer
offers access to heterogeneity and it yields foremost security vulnerability owing to
dissimilar media switching technologies and the location management technology.
It has wireless or wired multiple access methods. Furthermore, the openness of
wireless interface in wireless mobile communication transmission offers malicious
individuals with tapping wireless channel, along with that gives chance for capturing
even deleting, inserting, retransmitting, and modifying messages communicated
through radio interface with the intention of fake user identification or for identi-
fication of deceived server. There are severe potential reasons for privacy leakage
of information due to different requirements for the same data, the number of
systems, multiform data, numerous applications’ integration, and various sources
in Application Layer of the IoT. The application layer also has another security
issue like shielding users’ privacy from unsolicited access to personal information,
while those users have right of entry to the application service platform for carrying
out identity authentication.

The existing security ways and measures for each distinct layer in the IoT are
independent of each other, so it is well understood that it is not adequate to offer
security assurance for the whole IoT application. One example can be that certifi-
cation is the identification among different levels in the traditional authentication
technique, for that reason, the authentication positioned at the network layer is
independent of that to be done at the application layer. So, it is vivid that there
is no relationship among the two types of authentications. But, in the IoT environs,
business applications and network communications are connected very closely as
ood matter is that it is hard to make them
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work independently. So, an example for better understanding is that the security
prerequisite of privacy protection is not only dependent on a certain level of the IoT,
but in practice it also includes each one of it. Moreover, from a design aspect, the
IoT network security architecture does not imply to communicate between devices
or any articles. So, in a nutshell, we should replan the security architecture of
the IoT. This replanned security architecture should improve the security shielding
procedures in the application process and in the development of the IoT.

Designing the security architecture of the Trusting [oT is to facilitate information
security protection for data transmission, sensor data security, and tag privacy. Also,
another goal is carrying out an intensive systematic research on the transmission
and information security of the core network founded on the IoT or networking
business security of the IoT. The security architecture of creditable IoT will bring
together trusted computing into the architecture to build a chain of trust from the
perceived source, and associate the network and service platform, sensor node, with
the trust relationship. So, it is well understood that it adds safety techniques in each
layer, which is different from the existing network security system. As an outcome,
the new architecture could offer the solid theory basis and application guide for
the application of the IoT. Also, this architecture is credible and controllable
material network architecture, which promotes the networking applications and
development.

The essential tactic to make a real-time trusted IoT is to consider three layers
as shown in Fig. 7.2. Also, after taking perception/sensor, network, and application
layers, for making the Trusting IoT, the resulting most important outcome is the
much more improvement in the cyber security. Some examples of this architecture
can be as follows.

At first, one of the well-known ciphers, the ECC algorithm can be embedded into
tags. The reason is that it will execute the privacy protection to shield the data from
modification, usage, duplication, or illegal access. Also, we can use the CPK, which
is a known identity-based authentication. It will help us to resolve the mass and fast
authentication at the sensor/perception layer.

Second, for the network layer, for providing identification authentication, we can
embed the CPK-specific communication chip into the wired or wireless-oriented
communication equipment. So, this eliminates the needs of a trusted third party
certification. Also along with this, transport code authentication can be used to
launch data integrity and confidentiality for communicating data encrypted. Here,
the cryptographic power is not less as the key size is not less than 256 bits in the
process of data transmission encryption. So, as a nut shell, the above methods can
be anticipated to implement an identity-based data transmission encryption. Also, it
does not need a third party among entities labeled on identifier.

At last, the trusted access control can be used for the application layer. This
trusted access control is used to avoid the illegitimate incursion and safeguard
users’ unique legitimacy when they log into and necessitate services. Also, this
trusted access control can be used also to track main performance, for instance,
the operation of business, conforming events for guaranteeing the act of operating
non-repudiation and identification of vactual operator. And then, to accomplish a
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Fig. 7.4 Creditable security architecture of IoT

trusted and safe runtime in open and unsafe network environs, the authentication
on code, trusted thread, and process can be accomplished. Furthermore, trusted
database can be used to execute data access mutual authentication, for more defense
for the network layer. As a result, the creation of whole defense is built to make sure
space safety and manageability of the IoT’s field. Figure 7.4 has shown the Trusting
IoT’s security architecture.

7.2.2 Main Security Requirements and Their Sub-Components

If we try to review security requirements from the domain of the IoT, then we have
to consider also the correlated areas of IT and their necessities in the context of the
properties of the IoT. For that, we can classify the requirements into five groups:
Network Security, Identity Management, Privacy, Trust, and Resilience. These five
key security necessities together with their sub-components are depicted in Fig. 7.5.
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Fig. 7.5 Main security requirements and their sub-components

Table 7.1 IoT properties and security requirements: the ‘“*” symbols represent the level of
influence in a scale from one (low) to three (high)

Network security

Identity management

Privacy

Trust

Resilience

Uncontrolled environment

*

*

*

sk

*

Heterogeneity

*

sk

*

sk

*

Scalability

*

*

3k

*

sfeskeok

Constrained resources

3k

*

3k

*

In addition, Table 7.1 illustrates the association among the numerous IoT
properties and the security necessities. It is well understood, for network security,
that the constrained resources have the strongest connection. It is for the reason that,
mainly due to the constrained resources, there are some restrictions to implement
traditional security mechanisms, e.g., cryptography in IoT. Heterogeneity of the [oT
mostly has influence on the identity management. Privacy is commonly linked with
scalability and the constrained resources, as limitations are posed to the technology
candidates that can be utilized. Additionally, the uncontrolled environs and the
heterogeneity of the IoT have a big effect on trust. Also, resilience is straightly
connected to the need of the IoT for scalability.

Let us now discuss the five requirements in detail as shown in Fig. 7.5.
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1. Network Security: We can split this requirement into confidentiality, authenticity,
integrity, and availability. When we are considering the [oT security architecture,
we need the architecture that necessitates the architectures, which deal with the
heterogeneity of things. So, it is well understood that interconnecting things may
necessitate confidentiality. For example, it should be able to stop eavesdropping
the sensitive information via Internet transmission. We already have this for
our Internet transmission to fulfill this requirement, for instance, IPSec and
Transport Layer Security (TLS). Nevertheless, overhead may exceed the resource
constraints of things and therefore dedicated secure network stacks for the IoT
exist in this era. We have taken care about authenticity, as it offers evidence
that a connection is established with a legitimate entity. Integrity makes sure to
detect if any data is lost or modified during transmission. The integrity can be
obligatory in the absence of authenticity to detect and recover failures also. But,
IoT scenarios need some different, like it may necessitate transactional integrity,
like, critical infrastructures, so we can take the architectures as well. Availability
makes sure that the connectivity of a thing or service continues, in the scenario
of link failures. For that reason, IoT architectures should guarantee that link
handover is possible.

2. Identity Management: Identity management is really a big challenge in the IoT,
as we can have 50 billion devices by 2020 and then another challenge is the
complex relationship between users, devices, services, and owners. Henceforth,
we have to pay more and more attention to accountability or non-repudiation,
authentication, and authorization including revocation. Also, if the abilities of
direct authentication to the devices exceed, then user provisioning option should
be there, meaning that a user with her/his service credentials can be able to
provisioning many devices. Henceforth, ways and means to claim ownership and
have control over devices are obligatory. Inside the IoT scenarios, interactions
may stretch through numerous domains but our existing authorization solutions,
e.g., Kerberos, presume a single domain that enfolds services, owners, users,
and devices. Consequently, resolutions for federated authorization that works
for non-trusted devices permit the delegation of access through many domains
and offer swift revocation. An example can be for broken or rogue devices,
it is obligatory. One of the big challenges in IoT is Accountability, for the
reason of the magnitude of reuse of data, services, and devices also for many
purposes. It makes sure that every action is obviously bound to an authentic
entity. Therefore, accountability’s obligation is to pact with massive amounts
of actions, delegation of access to entities that span continuous derivation of data
along with organizational domains.

3. Privacy: As the involvement of citizens is increasing day by day in IoT and
ubiquitous data collection, e.g., in smart home scenarios, is also increasing day
by day, so as an outcome, Privacy is now one of the most dominant challenges in
the IoT. Data privacy actually ensures the confidential data transmission. Like a
stored data record, it requisites not to uncover undesired properties, for instance,
the individual’s identity. So, it is very well understood that this requisite is a big
challengerin the' IoT,'due torthe'teason’ that many sensing devices have to bring
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together personal information. Actually, huge amount of such data turn out to
be Personally Identifiable Information (PII), when combined together and this
data recognize a person. There are some models which can “anonymize” these
kind of data records. But, we have seen that they are insufficient. Addition to
that, models to defend this data privacy under data exchange among domains
are rather uncharted and complex for implementing it. The property of a single
person not being recognizable as the source of data or an action is called as
Anonymity. Anonymity is anticipated in the IoT on every occasion, when a
persons’ identity is not obligatory to fulfill the data minimization laws (Directive
95/46/EG). Along with that, it is anticipated to dismiss preconceptions that
arise with data collection in the IoT. It is very hard to attaining anonymity,
due to the reason that wearable and mobile devices may disclose PII, for
example, IP addresses and location unwittingly. In the present time, we have
technologies like anonymous credentials and onion routing, but it may not
balance appropriately with the IoT. To trade-off anonymity with accountability,
the best tactics should be Pseudonymity. In pseudonymity, actions of a person
are allied with a pseudonym, which is nothing but a random identifier, instead
of an identity. Pseudonyms can be used in multi-purpose. An example can be
connecting several activities of the same person or offering elegant degradation
of anonymity for abuse cases. Also, pseudonyms may give resolution for the
issues like privacy and accountability concerns in the IoT. Only, standardized
resolutions that accompany several domains are obligatory. As definite actions of
the same person must not be connected together, so we can say that unlinkability
qualifies pseudonymity. Unlinkability defends the profiling in the IoT. Although
pseudonyms may resolve unlinkability. One of the examples can be a dissimilar
pseudonym being used for each action, cross-implications with anonymity, in
specific unidentified meta-data, remain a challenge. In addition, some entity can
every time link every pseudonym to a person. So, it is well understood that it can
thus also link all activities of that person.

4. Trust: One of the crucial prerequisites in the IoT is Trust. The reason is that
in reality it is dependable on qualitative data, along with that it is highly
distributed also. We can classify the Trust into data trust, entity trust, and device
trust. Data trust takes place in the IoT in a dual manner. At first as we know,
data come out from several and potentially illegitimate devices. Henceforth,
trusted data need to come out from illegitimate sources. It can be done like by
applying data aggregation and machine learning techniques. It is well understood
that due to the reason that a priori trust in devices cannot at all times be
established, so device trust is really a big challenge. It cannot be established due
to many reasons, like for high dynamics and cross-domain relations. Henceforth,
methods, for instance, trusted computing (for standardized devices) along with
computational trust, are obligatory to constitute device trust. Furthermore, every
entity may consider trust in a device in a different way. So, as an outcome,
IoT architectures have to work with non-singular views of trust. Anticipated
behavior of participants, for example, persons or services, is referred as Entity
trustin loTrAs we know; device trust'can be constituted via trusted computing.
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But, planning such methods to introduce into device trust, e.g., via behavioral
attestation, is much more challenging and experimental. Another issue is that new
data is always obtained from IoT services. One example can be by integrating
diverse types of data, we can get new derived data. So, as an outcome, a new
trust assessment is obligatory for these newly generated data. Solutions can be in
many ways like via computational trust.

5. Resilience: One of the most important necessities of IoT is resilience and
robustness against attacks and failures. The reason of these attacks and failures
are uniting of scale of the IoT in terms of devices. Architectures have to be built
up in such a way that it should be able to offer way to adeptly select services
according to their robustness (failure/attack avoidance), transmission paths, and
things. Moreover, to safeguard fail-over, recovery mechanisms and resilience, the
architecture must be able to uphold operations in case of failure or attacks. Also,
the architecture should be designed to return to normal operations (failure/attack
mitigation).

For end-to-end communication, we have some security solutions at correspond-
ing layers of stack used in that end-to-end communication. So, let us have some
highlights on those security solutions.

7.2.2.1 Link Layer: IEEE 802.15.4 Security

The IEEE 802.15.4 protocol is used as link layer in the 6LoOWPAN networks.
802.15.4 Link layer security is the current security resolution for the IoT. The node
which is being used for communication process needs to be trusted in the link layer.
As we know in the link layer, several numbers of nodes along with multiple numbers
of hops can be used for communication. A key has to be well defined before the
communication starts. This key has a very big role, it is actually always been used
for defending all the particular communication going on, in the communication
cycle. So, it is well understood that if this key is compromised, then the security
of the whole layer is totally gone. Another highlight is that unwanted alteration at
individual hop can be discovered by the per-hop security procedure. Data integrity
has to be offered for all the hops security measures, with the 6LoWPAN networks.
As we know that link layer security has a big disadvantage, it can only provide
security in the communication among two adjacent nodes. Still, it is one of the
flexible preferences as it can be used with several protocols at any layer, which is
above the link layers.

7.2.2.2 1P Security: Network Layer

The IPSec protocol is able to offer security for the network layer. Most relevant
thing is that this offers end-to-end security with replay protection, integrity,
confidentiality, and authentication. Another advantage is that the IPSec protocol can
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be used with several transport layer protocols, for instance, HTTP, User Datagram
Protocol (UDP), CoAP, and TCP. IPSec, being a network layer security solution, its
security is shared by all the applications, in a running state on a particular device.

7.2.2.3 Security for Transport Layer

IPSec has robustness problem in case of web protocols, and it really lacks
robustness. In Transport Layer, TLS or its predecessor Secure Sockets Layer (SSL)
is used generally. TLS protocol has solo use over stream-oriented TCP. So, it is
well understood that it is not a great technique for wireless communication. The
connection-oriented TLS protocol has solo use; it is used in over stream-oriented
TCP. But, the problem is that it is not the favored technique of communication for
embedded smart objects. Datagram TLS is actually a special protocol, and it is an
adaptation of TLS for UDP. DTLS actually can guarantee the end-to-end security of
dissimilar applications. It can protect DoS attacks, as it can use the cookies in the
web protocol domain. But, again DTLS can be used with the UDP protocols. Thus,
it is imperious to make use of the DTLS for offering end-to-end security with IoT.

7.2.2.4 Network Security

As we know that the network is vulnerable to the network attacks, so it is
well understood that these attacks can compromise the security. There are many
Intrusion Detection Systems (IDS), which are able to detect impostors and malicious
happenings in the network. Also, Firewalls are obligatory to block unauthorized
access to networks. 6LoWPAN networks of the IoT are susceptible to several attacks
from the Internet and from inside the network. So, as a whole it is well understood
that it is easier to compromise the wireless domain resource-constrained IoT world
than our present regular Internet. So, it is most urgent to develop unique IDS for
developing a more complete security for [oT-enabled devices.

7.2.2.5 Data Security in the Internet of Things World

It is well understood that various network security mechanisms make the network
communication secure. Our next big issue is how to safeguard the data that IoT
devices have stored. We know that the stored data in the IoT devices can be private
and sensitive and prerequisites to be secured. IoT world will encompass many
tiny nodes which will be resource constrained. So, it is very well understood that
the biggest issue is the difficulty to safeguard each of these billions of devices
physically or by the use of Trusted Platform Modules (TPMs). Generally, in IoT
security, we first take care about setting up of security services at basic level,
including authorization, availability authentication, integrity, non-repudiation, and
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confidentiality. The present multitude of control protocols for the IoT systems is the
Zigbee standard though the security architecture of IoT is in a high progression.

We know that IoT embeds dissimilar kind of sensors into a diversity of goods
in reality, so it is very easily perceived that the application of IoT encompasses a
lot of private information about users, for example, location, personal information,
etc. Now, the reality is that on one side, we presume that the service suppliers
to provide the most correct outcomes with our own provided information. On
another side, we anticipate that our highly solicited personal privacy can be
secured from illegal access. The present-day, privacy shielding procedures consist
of space encryption, anonymous space and time, location camouflage, and so on.
The role-based access control (RBAC) method in the architecture of IoT defends
the security of information to level. But, it is not a complete solution, as it
has some insufficiency on identity falsification, information revelation, and other
attacks. Another disadvantage of RBAC is that it prerequisites to accumulate huge
amounts of information in the database. One good option is Privacy protection
based on cryptography. It encompasses homomorphism encryption technique and
secure multi-calculation technique and so on. In addition, we prerequisite additional
computing resources to add these techniques. Another good result we get after using
the K-anonymity technology is that here attackers cannot detect the definite target.
But, the disadvantage of this technique is that it does not have any mechanism to
protect individual information, as a result, we have to wait for the number of objects
attaining K in the group.

Privacy homomorphism was first projected by Rivest in 1978. Many scholars,
after that, projected several encryption schemes. But, we have seen that these
schemes either only have homomorphism on multiplication (RSA algorithm) or
only on addition (IHC algorithm), so these are with limited options of security.
But, a very few have homomorphism both on multiplication and addition. But,
the biggest problem with these very few algorithms is that we cannot use it in
real-time scenario, due to their security flaws. In the past, we have seen that the
deterministic privacy homomorphism can be broken in polynomial time. In 2009,
a mathematical object based on ideal lattice to understand fully homomorphism
algorithm by working together with the encrypted data in this particular way was
proposed by Graig Gentry, a researcher from IBM. But, due to the synchronization
efficiency improvement, it was not put in real-time use, but it was really a big
innovation in fully homomorphism area. Cryptographic community’s one of the
most enlightened research areas is now homomorphism technology. It permits direct
working out on encrypted ciphertext, devoid of decryption and likewise, the result
is alike to the ciphertext of the plaintext computation. When we use the privacy
homomorphism technology in IoT, a diversity of services are offered to the users,
devoid of decrypting users’ secret data. So, in a nutshell, a good resolution of
personal data security in IoT will be a personal secrecy protection policy model
that depends on homomorphism encryption. This type of model can advance the
efficiency of encryption algorithm. We can enjoy the suitability of the services,
although the service providers cannot decrypt the ciphertexts of private information.
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Nowadays, IoT extends itself from “anywhere, anyhow, anytime” computing to
new extent, we can say the new one as “anything, anyone, any service.” More and
more use of IPv6 protocols are there now, for interconnecting present series of
computers, along with the smart objects those are in development in the area of
Wireless Sensor Networks (WSNs). Most excitingly, merging of IoT-based systems
into the kingdom of Internet is going to make a huge change in the direction
of future. We can now think that the world with full of IoT-based objects and
unified communication is going from end to end through these objects on the IPv6
platforms. So, we know that to make the IoT infrastructure trustable and reliable,
the infrastructure needs to be able to offer confidentiality, device and data integrity
protection, authentication, privacy protection, transaction auditing, access control,
authorization, etc. NFV is a beneficial tool for permitting us to enforce dissimilar
levels of security necessities for having a perfect match with the criticality of the
services offered in each logically isolated network partition. In the same way, we
can use the gateways to impose strict security actions to separate a user-premise
network (e.g., a human-body area network (biological sensor networks) used for
healthcare) from illegitimate outside domains. Here, it is well understood that
resource-constrained user devices are defended by the gateways from illegitimate
access. Also, the gateway defends resource-constrained user devices, from being
compromised by a mischievous outer entity.

So, in a nutshell, to have a proper secure and privacy protected proliferation of
IoT services, we need architectures which are entailed with customized security and
privacy levels. These all above literatures give us a wide-ranging overview of many
open issues with future directions in the IoT security field. In precise, the secured
IoT necessitates compliance with well-defined security and privacy strategies,
privacy for users and things, confidentiality, access control, and trustworthiness
among devices and users.

7.3 Constrained Application Protocol: Application Layer
Connection-Less Lightweight Protocol for the Internet
of Things

7.3.1 Constrained Application Protocol

The CoAP is a standard web transfer protocol. This CoAP is an ideal protocol,
for being used with constrained devices and low-power networking. For M2M
applications, it is an ideal choice. Some of the examples can be smart energy and
building automation. The CoAP runs over UDP, resulting in non-reliable message
transport. Another highlighting point is that it is not session based, along with
that the CoAP can tackle loss or delayed delivery of messages. CoAP offers
a request/response communication model among application end points. It also
has built-in_discovery of services and resources support. The CoAP comprises
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Fig. 7.6 Constrained Application Protocol (CoAP) message format

significant conceptions of the Web, such as extensible header options, URIs, and
RESTHful interaction, etc. CoAP’s special ability is that it can effortlessly interface
with HTTP for incorporation with the Web, at the same time, meeting specialized
necessities, for instance, and simplicity for constrained environments, very low
overhead and multicast support. CoAP message structure is shown in Fig. 7.6.

The first byte encompasses the protocol version Ver, a type field T, and TKL.
The T is a type field consisting of basic message type information. TKL represents
the size in bytes of the Token field. Then, we have the Code field. The Code field
encompasses more specific message type information. Then, we have Message
ID field. The Message ID field is a unique ID. The work of this unique ID is to
track messages and distinguish likely duplications. To match request and response
messages, the optional Token field can be used. The value of this Token must be
produced at random, and in addition to that, it should be unique for each request.
The field varieties are in between 0 and 8 bytes in size. These varieties of field are
actually for making CoAP more robust to battle the IP-spoofing attacks. We should
use this just in case security is not offered at the transport layer. Moreover, more
than a few dissimilar CoAP options have been well defined. Now, it is possible
to state a list of them in line with a Type—Length—Content scheme. At last part of
the structure of CoAP message, it has the Payload field. As we know, the IETF
CoRE working group has projected the CoAP as a new application-level protocol
for constrained devices. But, astonishingly, the CoAP has no security measures, but
nowadays, research works have projected positioning the DTLS or IPSec protocols
to offer a secure CoAP.

7.3.2 Constrained Application Protocol-IP Security

We know that IPSec is a layer three protocol. It is ideal for use with IPv6, but
later stage, it is now can be used for IPv4. It can protect application and transport
applications but good thing is that it is not an application-dependent protocol.
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The reason for this independence is that the IPSec is integrated into the kernel,
resulting in transparency to the applications. For the reason of this transparency,
TLS and Secure/Multipurpose Internet Mail Extensions (S/MIME) [RFC 3851] can
be used by IPSec. The IPSec can offer various security services like: Limited Traffic
Flow Confidentiality, Anti-Replay mechanism, Access Control, Confidentiality,
Connectionless Integrity, and Data origin Authentication. One way to use IPSec,
to secure the CoAP transactions, can be Encapsulating Security Payload Protocol
[RFC 2406] (IPSec-ESP). It can be a special case, if the hardware provisions
encryption at layer 2 (it is the situation with some IEEE 802.15.4 radio chips).
Another way can be the 6LowPAN extension, for using the IPSec with AH [RFC
2402] or ESP.

There are some issues with IPSec. First point is that basically the IPSec and
DTLS were not considered for the constrained environs. At that time, the constraints
were not considered in the IPSec/DTLS designs. Second point is that IPSec has
been identified with problems for making use of Network Address Translation
(NAT) and/or Port Address Translation (PAT). Third point is that performance of the
network gets worse when communicating small packets, as the encryption procedure
of IPSec produces a large overhead. Fourth point is that security association
(SA) has an issue in IoTs, i.e., the mobility. The Security Parameter Index (SPI),
Destination IP Address, and Security Protocol Identifier identify the SA, uniquely.
Now, in this case, the issue is that if a node alters its IP address afterward the
formation of the SA, then new SA prerequisites to be formed, which will give
unnecessary performance degradation. Fifth point is that IPSec is inserted in the
IP stack, so any alterations will have the need of kernel level. Sixth point is that
Configuring/Managing/Troubleshooting IPSec and Internet Key Exchange (IKE)
are very much composite tasks. It is well understood that an enormous number
of constrained devices are taking part in the network. Any wrong configuration of
security parameters of IPSec could give security holes or performance problems.
Seventh point is that every scenarios/nodes cannot be supported by IPSec. Simply to
understand, the support of IPSec for multicast communication is problematic. Last
but not the least, as per the CoAP’s draft, it is promising to use IPSec (ESP) with
layer-2 encryption hardware. It provisions the use of AES-CBC (128-bit keys).

A comparison of IPSec and DTLS in various security dimensions is described in
Table 7.2.

Also apart from the above issues, the DTLS and IPSec are not the most enhanced
resolutions, to offer proper protection to CoAP for many reasons. The reasons
are, at first, IPSec and DTLS necessitate extra messages, to work for the security
parameters and form the security associations (SAs). But, the overhead and drain
out of the resources of the constrained devices will be increased much more. This
is very problematic for the mobile types of the devices in the IoTs, as new AS
prerequisites to form every time the device in mobility. The Second point is that if we
think about the environs of the communication among two dissimilar networks, the
ideal security resolution is dependent on either IPSec or DTLS, which point towards
the existence and provision of these protocols, in both the source and destination
networks: But; thisidealiideacannotbetealistic in many circumstances, particularly
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Table 7.2 A comparison of IPSec and DTLS in various security dimensions

Security dimension IPSec DTLS

Access control No No

Authentication Yes Partially server only

Non-repudiation Yes/No, as per the authentication | Yes/No, as per the authentication
method. PKI not supported by method. PKI not supported by
constrained devices constrained devices

Confidentiality Yes Yes

Communication security | Yes Yes

Integrity Yes Yes

Availability Mitigation—no full defend Yes—stateless cookie

Privacy No No

when we think about the fact that the IPSec protocol has a compatibility problem
with firewalls throughout the networks. Third issue is that both [PSec and DTLS
count on the IKE and the Extensible Authentication Protocol (EAP), for setting
up the secure association and sometimes any other. So, it is well understood that
this points towards that all constrained devices’ vendors requisite to support these
additional protocols (IKE and EAP). Fourth point is that the [PSec and DTLS are
aimed at securing connections among two static and remote devices. So, the [PSec
and DTLS attempt to offer the most possible secure connection among the two ends,
devoid of the QoS, the network trustworthiness, or any other restrictions on the end
devices’ considerations. But, in the environs of the constrained environment, there is
a need for more dynamic and sensible actions that think about the constrained type
of the end devices at the time of negotiating the security parameters. The fifth point is
that the IEEE 802.15.4 specification describes that the payload should be 127 bytes
as whole. So, if we use the DTLS as security protocol, to defend CoAP exchanges,
13 bytes (out of the 127 bytes of IEEE 802.15.4 frame) has to be assigned for DTLS
record. Also, 25 bytes has to be used for link layer addressing information, and
10 bytes for 6LowPAN addressing; along with that 4 bytes for CoAP header. So,
as an outcome, only 75 bytes are available, for application layer payload. But, it
is not sufficient space for communicating the actual data. Subsequently, one big
piece of data (bigger than 75 bytes) will use additional resources from the nodes
and the network itself. The reason is that it will be broken into several pieces
and will be sent twice. Hence, some header compression mechanisms are good
solutions, at the exact cases where needed. The compressing and decompressing
necessities are the reason, for more constraints to the nodes and network resources.
The Sixth point is, in the case of DTLS, that some applications might necessitate
security services to be more and more customized in relation to the applications’
or scenarios’ requirements. Nevertheless, if the security were applied as per the
requirements of the application or scenario, it would offer to decrease the usage of
resources existing and definitely would increase the network enactment. Last but not
the least, in the Internet draft of “Datagram Transport Layer Security in Constrained
Environments; the-authors-point-out-seven prospective problems, correlated to
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DTLS protocol, if employed in constrained environs. The authors also have pointed
out some projected workaround, to resolve these problems. Still, much of work is
required, to make the DTLS perfect for making it a good and prospective security
resolution for IoTs.

The Secure CoAP (S-CoAP) is a secure variant of CoAP. In S-CoAP, the security
technique is actually an integrated part of the protocol itself. With S-CoAP, security
measures will be integrated into the plain CoAP transactions. So, one of the good
features is that it will have its own compromise stage that thinks through the limits
of the constrained devices. The S-CoAP prerequisites to offer security for normal
connection setup, in addition to that, for the case of mobility also. So, in a nutshell,
the advantage is that the security will be an integral part of the CoAP protocol. It
is well understood that this security is offered by other standards, so the S-CoAP
should be capable to function across numerous sites and networks.

7.4 Datagram Transport Layer Security Overview
and Supporting Constrained Application Protocol

7.4.1 Datagram Transport Layer Security Protocol

The DTLS protocol is UDP based. The DTLS comprises of four protocols:
the Handshake protocol, Alert protocol, the Change Cipher Spec protocol, and
the Record protocol. The DTLS protocol offers message fragmentation at the
Handshake layer. This enables the DTLS to get rid of message fragmentation in
the network layer. These fragmented packets bring many problems, like data loss
rate increases and unnecessary delays made by packet retransmission. So, it results
in worse LLN conditions. The main burden to a memory-constrained device is to
reunite a fragmented message packet, due to the reason that devices have to retain
fragmented pieces of the message in the buffer unless until all the pieces reach.
To resolve these issues, the DTLS In Constrained Environments (DICE) standard
WG was shaped. Nevertheless, definite solutions have not been projected yet. So,
it is a well-known thing that to decrease the load on memory of the devices used
in making IoT environs, lightweight DTLS was projected. Lightweight DTLS is able
to decrease the DTLS code size, for decreasing the burden on constrained memory
of a device. Another way to reduce the load can be by decreasing the transmitted
message size by compressing the DTLS header.

The CoRE WG projected TLS_PSK_WITH_AES_128_CCM_S8, as a basic
cipher suite of DTLS to decrease difficulties like packet fragmentation and loss and
delay in an LLN. But, here we have one limitation. Here, the PSK is a necessary
thing, due to the reason that if it is not there then the devices cannot make use of
this cipher suite. To resolve this issue, Gerdes and Bergmann projected a system, in
which a ticket is generated. After executing a DTLS handshake among delegators,
each delegator produces a ticket. The CoAP server and the CoAP client execute
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the DTLS handshake using the ticket. A PSK is encompassed in the ticket. So this
way, key circulation is made likely to form PSK-based DTLS channel among nodes.
Here, the security policy has not been determined in advance. To have the network
efficiency, we can decrease added header data, due to message fragmentation.
So this way, we can decrease the packet loss rate and delay. URI based on a
CoAP communication environment having a RESTful structure is a good practical
approach. Let us now discuss some of the issues about attacks on the above kind of
system.

7.4.1.1 Secure Service Manager Spoofing Attack

If an attacker is the secure service manager (SSM), then the most dangerous thing
is that the attacker can acquire all the information about the session, due to the
reason of delegating the DTLS handshake. So, there is a chance that the encrypted
data among end nodes can be exposed to the attacker. A good solution can be the
use of PSK_DN (which is shared among the SSM and a constrained device in the
bootstrapping phase). This is a perfect solution for protecting from SSM spoofing
attack. The good reason for this protection of the SSM spoofing attack is that data
is encrypted by use of PSK_DN and then sent, and the attacker cannot deceive a
constrained device and cannot get the right to use the encrypted data.

7.4.1.2 Semi End-to-End Security

We have to ensure end-to-end security. The SSM can acquire all session information,
by just delegating the DTLS handshake. As we know, the encrypted session
information is sent to a constrained device instantly, but the SSM does not do the
accumulation of session information. So, it is well understood that end nodes joining
in the DTLS communication will encrypt and decrypt data themselves only. The
SSM is only responsible for the data relay after sending the session information to
the constrained device. In this kind of system, the executor of the encryption and
decryption is the end node, in the DTLS communication. There is one obligatory
thing: the SSM must trust the preregistered device, for example, smart phone of
user. So, as an outcome, we can get an end-to-end security (semi end-to-end security
exactly) definitely.

7.4.1.3 Denial of Service

The devices setting up IoT have low CPU performance and a small amount of
memory. So, it is a well understood fact that sending a DTLS handshake request
message to these low-memory and low-performance devices can seem to be a DoS
attack, even supposing that the request is from a legitimate user. Another case is if an
attacker transmits'a DTS handshake'message straight to a constrained device with
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conditions in the LLN, then as an outcome, the devices become more dangerous.
So, we can understand that the SSM benefits to resolve the DoS issue by delegating
the DTLS handshake. The SSM stops constrained devices from receiving a lot of
messages directly.

7.4.1.4 Single Point of Failure

Numerous methodologies applying delegation can give a single point of failure
(SPOF). It is one of the utmost predictable, but serious difficulties in security field.
We know that the SSM has a significant role of delegating DTLS handshake in place
of numerous CoAP sensors. So, it is well understood that if the SSM is negotiated or
fails, then all the sensors under the SSM cannot create a secure session with client
or server, which are outer of the LLN.

A well-defined trust manager can somehow protect such an SPOF issue. The
trust manager has the option to choose alternative authentic device, as a new SSM.
Then, he/she can broadcast associated information to his sensors. Only thing is
that the SSM should be a resource rich device in smart home or smart building
(e.g., smart healthcare devices, etc.). Another way can be virtually applied SSM in
cloud system. It is harder to compromise a virtual SSM in Cloud, as it is operated
and supervised by security manager, compared to attack a home device or smart
phone, which is operated by its usual user. One highlighting point is that here, a
secure registration method between the SSM and IoT devices controlled by the
SSM is there. Moreover, another supposition is that the secret key, which is common
for both SSM and its devices, cannot be compromised. Future research can be on
designing and implementing a concrete secure system, with additional mechanisms
including key revocation, secure bootstrapping, trust management, and so on.

7.4.1.5 Fragmentation Attacks

A packet fragmentation mechanism is a good resolution for dissimilar MTU
size among Internet and LLN. An IPv6 adaptation layer, 6LowPAN, has a pro-
vision with a method to fragment large IPv6 packets into small frame. Nor-
mally, sensing data and control data for actuators can be small in size. Though,
DTLS handshake message is bigger in size than the maximum frame size of
LLN, for instance, IEEE 802.15.4 (i.e., 127 bytes). Particularly, DTLS frag-
mentation is unavoidable at the fourth flight of DTLS handshake. The reason
is that it encompasses comparatively large size of certificate of server and key
exchange message. We can send 27 DTLS fragmented datagrams in case of
using TLS_ECDHE_ECDSA_WITH_AES_128_CCM_8 with Raw Public Key
Certificate. Significant transmission overhead is the outcome from these fragmented
datagrams for the reason that the header is added to each of the frames. But, some
other critical issues are that, due to the deficiency in authentication mechanism
atr6LowPANvlayeryitigivesichancerforrattackers to try buffer reservation attack,
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fragment duplication attack, and fragmentation attacks. An attacker eavesdrops and
modifies a fragmented frame in the middle of the wireless multi-hop link, to lunch
the fragment duplication attack. At the time of receiving, the Target node cannot
identify the altered frame. So, as an outcome, the attacker’s just a single forged
frame can stop successful reassemble execution of the target node. Additionally,
the target node requisites to abandon all frames in the buffer and awaits for
retransmission once more, resulting in the DoS attack. We know that the first frame
retains a memory space for reassembling the original packet and it is indicated in
the header (i.e., datagram size field) at the target node. Also, the buffer reservation
attack exploits this fact. The attack can be very simple, like the attack can be done
by sending a forged start frame encompassing large number in the datagram size
field.

A good option with a good efficiency can be a scheme, which uses the SSM
to delegate the DTLS handshake phase. For the constrained network like an LLN,
network overhead, and delay and loss problems, due to fragmented handshake
message packets, are resolved by delegating the handshake. For the constrained
device, the device need not retain the fragmented handshake packets, in the buffer
until receiving all of them. In addition, DTLS communication devoid of any source
code for a DTLS handshake can be used by a constrained device. Here, the end-to-
end security is definite, as data encryption and decryption are done in the end node.
Also, its more important feature is that the system can tackle an SSM spoofing
attack and DoS attacks on a constrained device. Another highlight is that the SSM
and the constrained device are tangibly distinct but can virtually be considered as
one system in a trusted relation with a shared key. This shared key is a pre-shared.
So, in a nutshell, this kind of scheme can benefit for deploying constrained devices
in a secure manner in constrained environments.

7.4.2 Supporting Constrained Application Protocol

The DTLS protocol is nothing but an improved type of the very popular TLS proto-
col [RFC 5246]. To give more security, to the major UDP well-known applications,
for instance, Voice over IP/Session Initiation Protocol (VoIP/SIP), DTLS runs on top
of UDP instead of TCP. This is a key difference. The DTLS offers automatic key
management, confidentiality, authentication, and data integrity. It also provisions
wide range of dissimilar cryptographic algorithms. As per the CoAP’s draft,
CoAP describes four security modes with the intention of achieving the security
services, which is obligatory. They are: NoSec, PreSharedKey, RawPublicKey, and
Certificate. In case of NoSec mode, the packets are transferred usually as UDP
datagrams over IP. The CoAP scheme indicated this as coap://. In case of all other
three security modes, security is attained by DTLS and the scheme is indicated by
coaps://.

Now, let us discuss some issues of the DTLS supporting the CoAP. At first,
multicast'’communicationvistnotroffered'by DTLS protocol, but it is an essential



178 A. Bhattacharjya et al.

part of CoAP protocol and main feature in IoTs. Second thing is that the DTLS
handshake protocol is not protected at all; anytime it can be attacked by the
exhaustion attack of the resources of battery-powered device, may be with the
stateless cookie also. So, it is well understood that as an outcome, the nodes
could not work properly in the network and make interruption to the whole
communication. Third, bitmap window can defend the DTLS from replay attack, but
still the nodes have to obtain the packets first, then process and occasionally even
forward them also. This attack could make the network flooded. So, good resolution
can be filtering proxy, for instance, 6LoWPAN Border Router (6LBR). Also, one
point in this resolution is that the possibility of running this kind of filtering on
a 6LBR cannot protect all situations. Furthermore, handling the replied packets
is energy consuming. Forth issue is that Handshake phase is strongly defenseless,
ever since no end-host has been authentic to the other end-host. Fifth issue is that
DTLS’s security advantages do not match with the CoAP. For example, the loss
of a message in-flight necessitates the re-communication of all messages in-flight.
But, if all messages in-flight are communicated together in a single UDP packet, its
good, but more, resources are obligatory for dealing with large buffers. Additionally,
if CoAP client prerequisites Internet access, which essentials the CoAP/HTTP
mapping process, then it is well understood that the DTLS handshake process will
be a big issue. Mainly, it is not clear if a partial mapping among TLS and DTLS can
be accomplished. This topic could also be more complex, since a CoAP client would
not be capable to distinguish which device has started the request. Last but not the
least, CoAP messages have two transactions (one round-trip); one message starting
at the client (request) and the other starting from the server (response). If DTLS is
used in these two transaction processes, then we need four round trips, three round
trips for DTLS ( 40-50 Bytes) and additional one round trip for CoAP. It should be
before CoAP’s actual contents are exchanged.

Distributed IoT applications can use the CoAP at the application layer, with
the intention of regaining the resources from sensing devices and in case of the
autonomous communications, among WSN and Internet devices. CoAP can be
used to empower the application layer RESTful communications with these sensing
platforms. So, this can be one of the foundations for the forthcoming great future
of future IoT applications. So, it is well understood that the security in case of
the CoAP has a major importance. The existing CoAP specification accepts DTLS
(Datagram Transport Layer Security) at the transport layer security, for the purpose
of transparent secure CoAP communications at the application layer. DTLS offers
end-to-end security. But, in actuality, DTLS has a conflict with one functionality
designed in CoAP which is the usage of proxies, to help communications among
the Internet and WSN communication domains. Another prospect for DTLS for
CoAP necessitates the use of public key authentication by use of ECC (Elliptic
Curve Cryptography), for the purpose of the authentication and key agreement.

The handshake is a big issue for the end-to-end security. The reason is that,
after completion of the authentication and key negotiation, the end-to-end security
implementation issue can be resolved in the sensing device very efficiently with
AES/CCM encryption: We'know that the'transparent interception and mediation of



7 Security Challenges and Concerns of Internet of Things (IoT) 179

DTLS also give us advantages, other than permitting the ECC encryption to make
provision for high security with CoAP. The end-to-end security’s one of the key
components can be the DTLS handshake. It permits for mutual authentication and
key agreement, within communicating both the parties. But, it takes some more
load, due to its high computational costs, so we should try to offload such costly
computations. But, when we are thinking this, we prerequisite to support sensing
devices for moving freely in between several WSN domains. We have to take care
about the matter that, in the environs of a given IoT application, CoAP resources
that exist on sensing devices are securely reachable. The reachability with security
should be regardless of the present location of the device. In parallel, there should
not be any changes for CoAP and DTLS as maintained on such devices.

7.5 Case Studies and Open Research Issues

At first, let us highlight the ongoing projects and consider them as our case
studies. The European Union is working on Butler (European Union FP7 project)
[46—48]. This project facilitates the expansion of secure and smart life assistant
applications, along with the security and privacy necessities. Also, this work has
developed a mobile framework. The smart applications which are targeted are
like smart home/smart office, smart mobility/smart transport, smart health, smart
shopping, and smart cities. Another European Union project is EBBITS (EU FP7
project) [47]. This project works for an IDS, by use of latest IPv6 over 6LoWPAN
devices. Ever since, 6LoOWPAN protocol is defenseless to wireless and Internet
protocol attacks. This projected IDS framework comprises a monitoring system and
a detection engine. The Hydra project [49] has projected a middleware for Network
Embedded Systems. This middleware is founded on a Service-Oriented Architecture
(SOA). Hydra considers the distributed security concerns and social trust within the
middleware constituent. Hydra is designed for P2P communication and diagnostics,
architecture formed on Semantic Model and the Device and Service Discovery.
Another project which is to increase the user trust is uTRUSTit [50]. uTRUSTit
stands for Usable Trust in the IoT (EU FP7 project). It is actually a trust feedback
toolkit to potentially increase the user trust. It empowers the system manufacturers
and system integrators to express the security ideas. It agrees to create effective
decisions on the trustworthiness. iCore is another EU project. iCore [51] has
a management framework with very significant security protocols/functionalities.
These protocols/functionalities are having relation with the ownership and privacy
of data and the access to objects. This management framework has three levels
of functionality: virtual objects (VOs), composite virtual objects (CVOs), and
functional blocks. The iCore solution can be part of various smart environs, like
supply chain management, smart office, smart transportation, and ambient-assisted
living.

Now, another very well-known DARPA project is HACMS [52]. It stands for
HighvAssurancerCybermMilitarysSystems! This project actually has tried to have
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patch of the security vulnerabilities of IoT. This project has taken account of drones,
medical equipment, and military vehicles. HACMS provides the seeds for future
security protocols and achieves sufficient standardization and security.

NSF, National Science Foundation, has a multi-institutional project [53]. This
project is actually working for the security in the cyber-physical systems. This
multi-institutional project is working on several solutions, like trying to discover
the efficient resolutions, finding novel network architectures and networking con-
ceptions, trying to invent new communication protocols. Also, they are bearing in
mind about the trade-offs between mobility and scalability, technical challenges,
trusted data, the integrity along with authentication, trust models, and use of network
resources on mobile environments. The EU, China, and Korea are working together
in a project called FIRE [54, 55]. It stands for Future Internet Research and
Experimentation. The FIRE works for discovering resolutions, for the setting out
of IoT technologies in numerous application areas, like medical and health service,
urban management, social security, people livelihood, and public safety. They are
also trying to give proper focus on intellectual property right, privacy, and infor-
mation security. Another EU and Japanese collaborative project is EUJapan ICT
Cooperation project [47]. They have already made the common global standards, to
make sure about seamless communications and shared ways to accumulate and have
right to use the information. They are also trying to confirm the highest security and
energy efficiency standards.

In 1999, the Auto-ID Laboratory of Massachusetts Institute of Technology has
introduced us Thought of “the Internet of things”. Then, in 2005, we had the
“ITU Internet Reports: The Internet of Things.” We need to develop the security
structural design of the IoT, for the reason of offering information security defense
for tag privacy, sensor data security, and data transmission, etc. We need very
deep systematic research on the transmission and information security of the core
network, depending on the 10T or networking industry security of the IoT. We have
seen that recent works are simply adding safety methods in each layer. But, this is
not at all sufficient. We have seen that, depending on the privacy homomorphism,
the computational insufficiency of traditional algorithms is enhanced to make
sure users’ personal privacy security. It is one of the milestone ideas. But, the
homomorphism technology presently is not matured enough as required. Now, the
homomorphism algorithm is capable of offering the complete integer operations.
Still nowadays, it is comprehensive to the real region that the security comes out to a
big issue. Also, another disadvantage is that very few homomorphism properties are
held by the privacy homomorphism. So, we need more developed homomorphism,
which can be extensively used in IoT. We have worked on multilayer Hybrid RSA-
based solution [45, 56-59] for personal messaging for more efficiency and strong
security and privacy as shown in Fig. 7.7. Our Hybrid RSA scheme now works for
human messaging, and in later stage this Hybrid RSA cipher [45, 56-59] can be
used for Internet of Everything (IoE) for end-to-end encryption with high efficiency
and high security with authentication and privacy protection.

In generic, the security actions to be taken for IoT denote to the basic facility
of "security 'setvices comprisingravailability, authentication, authorization, non-
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Our Hybrid RSA Messaging Scheme

Ciphers: The Mai.n RSA, Other algorithms: Extended Eu-
Shared RSA, M-Prime RSA, clidean algorithm, Perfect For-

CRT-RSA and Efficient RSA ward Secrecy (PFS) using Diffie
Hellman, Rabin-Miller primality
test, OEAP with some random
salts, Square and Multiply algo-
rithm

Fig. 7.7 Our Hybrid Rivest-Shamir-Adleman (RSA) scheme

repudiation, confidentiality, and integrity. The security structural design of 10T is
still growing. So, the best way to represent the security need can be by using
a reference model as we discussed earlier. So, it is well understood that any
single structural design will be problematic for referring to the system. All the
researchers, governments, and industries are dedicated for evolving and regulating
identity and security mechanisms, for IoT building blocks. We already know
that researchers are forming better cryptographic algorithms and modes for IoT
devices. The ISO/IEC 29192 standards aim for lightweight cryptography for
constrained devices. This standard includes block and stream ciphers and asym-
metric mechanisms. Sony’s CLEFIA is an example of block cipher with 128-bit
key supports (www.sony.net/Products/cryptography/clefia/about/index.html). The
eSTREAM project (www.ecrypt.eu.org/stream) has considered the robustness of
stream ciphers, for instance, Salsa20/12 and Trivium. These are very much bene-
ficial for embedded systems. Also, we know that some researches on lightweight
dedicated hash functions are going on. Everybody in this area is trying to make
a new cryptographic hash algorithm that is able to transform a variable-length
message into a short message digest. The digest can be a portion of either
generating digital signatures or message authentication codes or can be many other
security applications in the information setup (http://csrc.nist.gov/groups/ST/hash/
sha-3/index.html). We have already works which are on forming lightweight hash
functions, depend on lightweight block ciphers. We know that AES-CCM and
AES-GCM project data integrity and confidentiality. Another way for optimization
can be algorithm management in a cross-layer architecture. Here, the reason
for optimization is numerous security mechanisms that share one algorithm. The
Internet Engineering Task Force has an intention to execute Internet standards in
the IoT. We have seen that many researchers have tweaked the IPSec protocol,
for offering the network layer security between Internet hosts and constrained
devices. But, still some issues are hard to resolve. We all know that the IPSec
prerequisites a shared password, for doing the encryption and decryption for all
incoming and outgoing messages. But, big issue is that if these passwords are static,
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then it can be compromised after some 1000 messages. For resolving this issue, the
IKE (Internet Key Exchange) and IKEv2 protocols were formed. These protocols
promise a protected communication among two devices and are capable to generate
new shared passwords, by use of circling derivative tactics. We can use DTLS for
protecting UDP packets (even over IPSec). By use of an initial handshake, it sets
the passwords. Then, the content of the UDP packet is encrypted (usually with
TLS PSK over AES) and a header of 13 bytes is added. This process is done
together with the initialization Vectors (IV) (over 8 bytes for AES128), integrity
values (8 bytes), and the padding prerequisite by the cipher suite. In general, future
researches in the security issues of the IoT would mostly quintessence on the
following characteristics: the open security system, individual privacy protection
mode, terminal security function, related laws for the security of the IoT, etc. It
is unquestionable that the security of the IoT is more than a technical problem,
which also prerequisites a series of policies, laws, and regulations, perfect security
management system for mutual collocation.
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Retracted Chapter: Cyber-Physical Qe
System Security Controls: A Review

Subhrajit Majumder, Akshay Mathur, and Ahmad Y. Javaid

Abstract The term cyber-physical system (CPS) could be described as a system
that integrates the computational and physical capabilities and can work as the
connection between the cyber and physical worlds. The capabilities of the system
to interact with the physical world through more efficient implementations of these
“connections” is a crucial enabler for developing the future technologies. For these,
there should be a targeted approach to ensure successful implementation of security
measures to address the issues of security such as curtail any illegitimate activity
or the breach of data that could lead to damage of a large group of the population,
influential business entity or even a government agency. Over the years, researchers
have proposed novel techniques and security measures to ensure the security and
proper functioning of CPSs. Although with time, many such measures have become
obsolete and pose a completely new series of security challenges as the recent
attacks have become more deleterious and harder to detect. In this chapter, we
identify the threats on CPSs due to the systems’ vulnerabilities, discuss recent
successful attacks on the systems, problems in security control of the system,
investigate the defenses that it can provide and propose a set of challenges that need
to be addressed for the improvement of cyber-physical systems security.

8.1 Introduction

A CPS is a system made with diverse types of components where the high-
end components can monitor and control the other low-end components present
in our physical world through cyber (Internet) and physical (wired) connections
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with the help of computer-based algorithms. In a CPS, the software and physical
components work together on their respective spatial scales, displaying numerous
distinct behavioral modalities while interacting with each other. In recent times, we
have seen an exponential development in various CPSs. In our life, the applications
of CPSs are constantly enhancing such as industrial control systems, smart grid,
medical devices, autonomous automobile system (smart cars), process control
systems, automatic pilot avionics, and robotics. However, with more technologies
come more vulnerabilities which need to be managed to keep the system secure.
Mainly four contents are discussed in this chapter which are (1) the cyber, physical,
and cyber-physical components, (2) the possible threats and vulnerabilities of the
CPS, (3) the real-life attacks on the CPS, and (4) the existing research on security
controls that are required as solutions of these attacks, and what security measures
are required to make these solutions even better. We discuss these in detail about
four most popular CPS which are

¢ Industrial Control System
¢ Smart Grids

¢ Medical Devices

¢ Smart Cars

These CPSs are selected primarily because, in our world, the above-mentioned
applications of CPS are the most conventional ones and environments around these
are very critical. Thus, attacks on these CPSs can bring severe consequences in
our daily life. We have briefed about each of the applications which will give
an overview of these separately and the synopsis of the communication structure
between different components. The components of a CPS are categorized into three
types, i.e., cyber, cyber-physical, and physical. Due to heterogeneous properties,
we have focused on these distinct categories of aspect individually according to
their applications. We have discussed the possible threats due to the vulnerabilities
present in the CPSs and the real-life attacks on the systems which have taken place
till now. This helps to decide which technologies are required to secure the systems
properly as we have shown that different components of the systems were exploited
in those real-life attacks, even though there were some security measures present.
For references, research which has been made regarding this is demonstrated along
with the challenges which will give the idea of which area needs more research.

8.2 Background

8.2.1 Cyber-Physical Systems

In simple words, CPSs are the systems that are used to monitor and control our
physical world [128]. In other words, CPS is an integration of computation process
with the physical world’s components [80]. The developments in the information
and.communicationstechnologies:(1€T)-have made this integration operate properly.
These explanations describe the heavyweight of the interactions between the cyber
and physical worlds.
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8.2.1.1 Industrial Control Systems (ICS)

ICS is used to better control, monitor, and produce in various industries such
as nuclear plants, irrigation systems, and hydro plants. ICS is an integration of
Distributed Control Systems (DCS), Supervisory Control and Data Acquisition
(SCADA), and many smaller control systems such as Programmable Logic Con-
troller (PLC) or Remote Terminal Units (RTU). These systems contain many
controllers with different capabilities that accomplish numerous tasks with collabo-
ration. Among many ICS components, one of the most popular is the Programmable
Logic Controller (PLC) which is an industrial digital computer designed for
controlling manufacturing processes like assembly lines, robotic activity, or any
other activity which requires control with high reliability. It communicates through
wired or wireless or both connections which are configured with_the surrounding
environment. PLC can operate continuously in a hostile environment with the help
of its sensors and actuators that are connected to the physical world [81].

8.2.1.2 Smart Grid Systems

Power grid is an electric grid that is built up as a network of transformers, trans-
mission lines, and more that has been used for electricity generation, transmission,
and distribution. The primary function of a smart grid is to deliver electricity from
the power plant to the electric home appliances of customers as efficiently as
possible so that it reduces the management cost for utility and power cost for the
customer. The two major components of the smart grid are supporting infrastructure
and power application [143]. The supporting infrastructure is the intelligent one
that concerns mainly with monitoring and controlling the core operations of the
smart grid. However, the core functions of the smart grid are done by the power
application. The current smart grid of ours was built in the 1890s and has been
improving with the advancements in technology through the years. Today, more than
9200 electric-generating units are there with the generating capacity of more than
1 million megawatts that are connected to more than 300,000 miles of transmission
lines [74].

8.2.1.3 Medical Devices

For the betterment of health care services, medical devices have integrated with
information technologies that are cyber-based. This allows the physician along with
the patient to control the devices more conveniently and not compromising accuracy
at the same time. Since decades, we are more interested making devices that have
cyber capabilities and a better physical impact on the patients. These devices are
either implanted inside a patient’s body, or the patient wears it. The devices that are
implanted are called Implantable Medical Devices (IMD) and which are worn by the
patientrarercalled wearablerdevicesnSince| medical cyber-physical devices (MCPS)
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are context-aware, life-critical, and a networked system of the medical devices, the
usage of these devices is increasing in the hospitals for continuous high-quality
treatment of patients. These devices can be equipped with the wireless capabilities
also, which allows the devices to communicate with each other or the programmer.
For example, wearable devices can be controlled remotely by a physician through a
smartphone. These devices need to be safe, efficient, and effective as a minor fault
in it can be fatal for someone’s life [131].

8.2.1.4 Smart Cars

The passenger-carrying vehicles are evolving to become smarter, for which the
electronic components that make these vehicles smart are introduced to new models
continuously. Smart cars are those cars which are more fuel-efficient, environment-
friendly, safe, and have more convenient features. Advanced entertainment units in
smart cars are also desired, like advanced music player and even a video player.
Besides these, comfort factors like automated tinted glass, window controllers, dis-
plays on the screen, cruise control, reverse camera and more are equally important.
As this brings new features and benefits, it also brings security concerns. Numerous
computers working together make these advancements possible. These computers
are called Electronic Control Units (ECUs). ECUs monitor and control various
functions of a smart car like brake control, engine emission control, entertainment
units, and comfort features.

8.2.2 CPS Communications

Communication is a major part of a cyber-physical system as the cyber and physical
components communicate with each other the whole time that makes these systems
run properly. Different CPS applications have different communication technolo-
gies. They use different protocols and technologies like open and proprietary, wired
and wireless. Here we have discussed the common communication technologies
used by each of the four applications.

8.2.2.1 Communications in ICS

In ICS, there are two diverse types of communication protocols which are deployed.
One of them controls and automates the Distributed Network Protocol (DNP3),
Modbus, while the other interconnects the control centers of ICS, for example, Inter-
Control Center Protocol (ICCP). These protocols are used in addition to the general-
purpose protocols like TCP/IP.
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8.2.2.2 Communications in Smart Grid

Smart meters use two types of networks: one is using Modbus and DNP3 in field
device communications and the advanced protocol IEC 61850 which is developed
by the International Electrotechnical Commission (IEC). The other type of network
used is control center communication. This is like ICS as it relies on ICCP.
Additionally, smart meters and field devices also use wireless communications for
sending measurements and receiving control from the control centers. Smart meters
usually use short-range frequency signals like Zigbee to diagnose operations done
by the technicians or the readings generated by digital smart readers.

8.2.2.3 Communications in Medical Devices

To avoid surgical extraction, it is necessary to configure and update the IMDs
wirelessly, which makes wireless communication the most common method of
communication for medical devices. Though, the wearable devices and IMD use
different types of technologies and protocols for communications. For example,
for the communication with programmers, low-frequency (LF) signals are used
by the IMD. These LF signals are specified by the Federal Communications
Commission (FCC). This communication through low signals, specified by FCC,
is called Medical Implant Communication Service (MICS), whereas the wearable
devices use a different type of communication called Body Area Network (BAN).
This wireless communication uses numerous wireless communication protocols and
technologies like Zigbee and Bluetooth [18].

8.2.2.4 Communications in Smart Cars

There are different types of communications in smart cars, which are Vehicle to
Infrastructure (V2I), Vehicle to Vehicle (V2V), and in-vehicle communications.
This paper focuses on the latter. As we mentioned above, there are around 70 com-
puters connected in a smart car which are called ECUs. These ECUs communicate
with each other through a bus network. These networks are also divided into bus
networks which have their bus topology. The messages are exchanged among the
subnetworks through a gateway. The gateway separates the messages according to
the source and destination of the messages. This is not only for security concerns but
also for the bandwidth. The most common protocols which are used are (1) Local
Interconnect Network (LIN), (2) Controller Area Network (CAN), (3) FlexRay,
and (4) Media-Oriented Systems Transport (MOST). LIN is used for comparatively
low-speed applications like shutting windows on/off. CAN runs the soft real-time
applications such as antilock braking system. Where the speed of transmission is
critical, FlexRay is needed for hard real-time applications. MOST is usually used
for in-car entertainment-oriented applications [160]. Some cars are also operated
withrwireless'connections like'cellularinterfaces and Bluetooth.
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Fig. 8.1 Aspects of a CPS

8.2.3 CPS Models and Aspects

As shown in Fig. 8.1, there are mainly three categories of components in cyber-
physical systems: (1) monitoring and manipulating, (2) computation and control,
and (3) communication. The CPS is connected with the high-level systems like
control centers and/or lower-level components which exist in the physical world
through the wired or wireless communication channel. The intelligence is embedded
in the computation and control part since all the control commands are sent, and
the sensed measures are received here CPS is connected to the physical system by
monitoring and manipulating components through the sensors and the actuators.

A Cyber-Physical System component can communicate with other CPS com-
ponents or control centers. There are different security implications for each one
of these components which.-may be the result of heterogeneous properties and
capabilities of the components. For example, the physical world is not expected to
get affected by the cyber world of a CPS, and yet the physical components might be
damaged by unexpected attacks which may cause physical consequences. Similarly,
the cyber components can also be affected through the communication channel by
the exploitation of physical components.

Therefore, different aspects need to be distinguished properly and the respective
security analysis must be done separately. The cyber aspects of CPS include those
components which do not interact with the physical world directly such as data
computations, monitoring communications, communication protocols, etc. Whereas
other channels through which cyber world interacts with the physical world and
vice-versa are considered as cyber-physical aspects. Finally, the components of a
CPS that can be accessed, controlled, or monitored physically come into the physical
aspects category.

8.23.1 ICS

A scenario of the network of ICS is depicted in Fig. 8.2. The Corporate Network is
the cyber part of the ICS which has no direct connection with the physical world. All
the ERP servers and production management system are parts of the cyber world.
The cyber components have wired/wireless communication with the cyber-physical
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components which, on the other hand, have connections with the physical world,
too. In this part, the operations of the physical world are supervised, controlled,
and the data regarding their functions, requirement are stored. This is mainly the
control and supervisory section which interacts with the. physical world through
field devices such as PLC/RTU.

As an example, the PLC/RTU is used to control and monitor the temperature of
an industrial plant. If the temperature exceeds a certain amount of temperature in any
instrument, it notifies the PLC/RTU through the wireless connection and in return
the PLC informs the control center about the undesired changes in temperature. As a
response, the control center will instruct the PLC/RTU to initiate the cooling system
to reduce the temperature.

8.2.3.2 Smart Grid

In Fig. 8.3 the cyber-physical aspects of smart grids are shown. To every house,
there is a smart meter attached to provide the utility companies more accurate
data of electric consumption. It also makes more convenient for the customers
to have a track on their usage. The smart meter, on the one hand, connects the
house appliances with the Home Energy Management System (HEMS), and on
the other hand, it interacts with the data collector components. Although wireless
communication is the most convenient and common way of interaction for data
collectors, wired communication is available too, i.e., Power Line Communications.
There is a meter equipped with diagnosing port which relies on the short wireless
range, and a meter with a diagnosing port which relies on the short wireless range,
to make the access more convenient for the digital meter readers and diagnostic
tools [71]. The measurements of the smart meter are sent to a collector which
forwards those in an aggregated form to the distributed control center which is
managed by the utility company. The AMI head-end stores this data and shares it
with the Meter Data Management System (MMDS). The MMDS manages the data
with other systems like demand response system, billing system, and historians.
These connections with high-end sectors can be disconnected by remotely sending
commands to smart meters. If many smart meters are sent signals to disconnect with
the high-end systems, a large-scale blackout will occur.
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In Fig. 8.3 we have described the overview of aspects of a smart meter. The cyber
aspect is present in the control center where the data of the smart meter are stored,
shared, and analyzed. The control center can also be a cyber-physical aspect when
a connect/disconnect command is sent to the smart meter from high-end AMI. The
cyber-physical component is very apparent in a smart meter as it can send data to the
utility companies which is a cyber-operation, whereas it can also connect/disconnect
electricity services on command which is an example of physical activity. Other
field devices also have a high presence of cyber-physical aspects as they interact
with the physical components very closely, such as the devices in the generation,
transmission, automation, distribution, etc. The amount of energy used by any home
appliance can be controlled by the utility companies based on the time when it is
needed, which is a cyber-physical activity [113].

8.2.3.3 Medical Device

Figure 8.4 portraits the networking of two of the most important Inter-operable
Medical Devices (IMD)s—the Implantable Cardioverter Defibrillator (ICD) and
the insulin pump. If a rapid heartbeat is detected, an electric shock is delivered
to maintain a normal heartbeat rate. The role of an insulin pump is to inject insulin
into the diabetic patients automatically or manually when its needed [52]. To get the
measurement of blood sugar, the insulin pump uses Continuous Glucose Monitor
(CGM). As both the devices have small needles which are injected into patient’s
body, the CGM sends the received blood sugar measurement from the patient to the
insulin pump or other devices like a computer or any remote-control devices through
i i i ether it should inject the insulin or not
control devices are usually held by the



8 Cyber-Physical System Security Controls: A Review 195

Wireless Sensor

Wireless Insulin Pump
Communication .

-

CGM

@ | |
Remote Controller * '

Remote Physician "

Patient

Fig. 8.4 Aspects of medical cyber-physical system

TCU

ECUI

OBD-II Port E

| BCM

Fig. 8.5 Aspects of smart car cyber-physical system

patient or the doctor. In the fig, four cyber aspects are embodied in the monitoring
computers, whereas the cyber-physical aspects are those devices which directly
interact with the patients’ implant devices. In the end, the patient is considered as
the physical aspect.

8.2.3.4 Smart Cars

Figure 8.5 demonstrates the architecture of the network in a smart car. Each of
the Electronic Control Units (ECUs) is connected to their respective sub-network
according to the tasks expected from those. Each of the ECUs can interact with
each other through gateways. In this chapter, we mainly discuss the Controller Area
Network (CAN) bus. Behind this, there are primarily two reasons: (1) Maximum
number of security issues are generated from CAN-based networks, and (2) since
2008 every vehicle in the United States requires CAN to be installed in it, so almost
every car around us possesses it.
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Figure 8.5 shows various aspects of a smart car network. The cyber aspects
are held by those ECUs which don’t communicate with the physical components
directly, such as the Telematics Control Unit (TCU) and the media player. The TCU
has wireless interfaces which allow remote software update by the car manufacturer,
phone pairing, hands-free facilities which can be used by a connected smartphone.
The ECUs which interact with the physical components such as the Remote Keyless
Entry (RKE) and parking assist are considered as the cyber-physical aspect. The
RKE sends wireless signals to have a physical impact on the car such as locking and
unlocking. Finally, the engine, tires, etc. are the physical aspects.

8.2.4 Security in CPS

We have motivated the importance of security in CPS in this section. We have
illustrated four different examples based on this. Usually, security systems are linked
with mechanisms like cryptography, intrusion detection, access control, and many
other solutions which are used in IT field. Those mechanisms play a key role
in securing the information and communication in the architecture. The reported
attacks on the Cyber-Physical Systems are the result of sole dependency on these
mechanisms as discussed in Sect. 8.5. Hence, the solution which takes these aspects
into consideration is required and can be used along with the IT security solutions.

8.2.4.1 Security in ICS

If the security of a CPS is compromised, it can bring a catastrophic consequence.
For example, if a nuclear plant’s security is breached, the result can be a worldwide
threat. On the other hand, if a smart grid is violated, it will stop the services
to the consumer and bring economic loss to the utility company since the use
of CPS is very wide and its pervasiveness and the security of CPSs are very
critical. In fact, even now it is advised that the ICS should not be connected to the
internet because of the inherent security vulnerabilities which can bring possible
catastrophic consequences [44].

8.2.4.2 Security in Smart Grids

Inadequate security in smart meters creates the threat by remote attackers which
could evolve to extensive blackout. The extended results of this could be data
loss, malfunctioning of medical devices, and even an increased crime rate. Another
possible result can be an ability of attackers to reveal customer’s information.
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8.2.4.3 Security in Medical Devices

Security in IMDs and wearable devices makes them immune to the attacks which
can compromise patient’s privacy and safety. There are other different circumstances
around the medical devices which mandate the need for definite security in them.
The security goals of the medical devices, integrity, confidentiality, and availability,
are initiated by Halperin et al. [53]. The security goals must allow the entities to
access accurate data, configure identified data, update software, and maintain the
availability of the devices. On the other hand, privacy deals with the security of the
private information of the devices, such as their type, unique ID along with patient’s
information.

8.2.4.4 Security in Cars

Car Manufacturing companies always thrive to come up with innovative ideas such
as how to enhance the comfort and functionalities of the vehicle, etc. However,
the safety issues are not concerned in the design phase. The safety of cars means
their ability to function accurately in different favorable and adverse situations. The
advanced features of a smart car like wireless communications and components
escort more security vulnerabilities with which arise the importance of security
issue.

8.3 CPS Security Threats

To secure a CPS, there are various challenges which need to be considered. Before
securing a system, we must understand the possible threats upon that. We have
analyzed different angles of potential threats on CPS in this section. At first, we have
reviewed the general threats which are vulnerable to almost any CPS application.
Then, we deal with various threats that are distinct with different CPS applications.

8.3.1 ~General CPS Threat Model

The knowledge of from whom to secure a CPS is as important as the knowledge
of its existing vulnerabilities and security mechanism. The definition of a security
threat is “a set of circumstances that has the potential to cause loss and harm”
[120]. The loss from an attack might be in confidentiality, safety measures, integrity,
or availability of resources. On the contrary, the harm refers to harming people,
systems, or the environment. We have identified the five factors which every threat
has: source, target, motive, attack factor, and potential consequences.
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* Source: Source of attack is where the attack initiates from. It is categorized into
three types: Adversarial threats, accidental threats, and environmental threats.

* Target: Targets are on which the attacks have been made. In this paper, the targets
are the CPSs and their components.

* Motive: The reasons behind the attack made. It could be political, personal
revenge, criminal, terrorist, spying, or cyberwar [138, 152].

¢ Attack Vector: A successful attack must have one or more of the four mecha-
nisms: interception, interruption, modification, or fabrication [120].

¢ Consequence: The outcome of a successful attack on a CPS, such as lose of
confidentiality, data integrity, privacy, availability, or safety.

8.3.2 CPS Security Threats

We consider the potential threats to each of the four applications of CPS using
the proposed threat model. The threats specific to each application have been
emphasized on the five factors of attack: source, target, motive, attack vector, and
consequence.

8.3.2.1 Threats Against ICS

* Politically influenced cyberwar (motive): A cyberwar could be initiated by
a hostile nation (source) with another nation (target) by remotely attacking on
the nation’s critical infrastructure like nuclear plant, by injecting malware or
controlling their field devices (vector) which can result in a complete shutdown
of a plant, huge economic loss, or polluting the environment (consequences)
[8, 75, 132, 149].

« Politically influenced espionage (motive): A party or even a nation can use their
intelligence agencies (source) to attack any rival’s critical infrastructure (target)
by spreading malware in their system (vector) to access or have their critical
confidential data (consequence) [101, 110].

* Physical Threats (motive): A sensor of any environment (target) can be attacked
by an attacker (source) to falsely increase or decrease the temperature of the
environment (vector) resulting in control center receiving false measurement
(consequence).

* Financially Motivated Threats (motive): A skillful customer (source) can
tamper with the utility physical devices or inject false data (vector) to reduce
the utility bill which will affect the utility company (target) and lose financially
(consequence) [150].

* Criminal Attackers (motive): A capable attacker who is familiar with a
system (source) could utilize the wireless connection (vector) to control a CPS
application (target) to interrupt its operations (consequence).
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8.3.2.2 Threats Against Smart Grids

* Financially Influenced Threats (motive): A customer (source) who wants to
fabricate his utility data in smart meters (vector) which will result in reduction
of his utility data (consequence) made by the utility company (target) [4, 97, 98,
108, 127]. On the other hand, to advertise their product, the utility companies
(source) look into the private information of their customers (target) by looking
into their usage and house appliances (vector) which result in privacy violation
[24, 97, 123, 143]. An attacker (source) can also have control over many smart
meters (target) by injecting malware (vector) and extort money in exchange for
not shutting them down which will result in a wide blackout (consequence) [4].

* Criminally motivated threat (motive): A capable robber (source) can consider
a person’s smart meters (target) to access the utility measurements (vector) by
which he can predict that whether the person is home or ‘not to conduct a
successful robbery (consequence) [143].

* Politically motivated threat (motive): An organization (source) can gain remote
access to a set of smart meters (vector) to cause a blackout, economic loss, or any
disturbance (consequence) to its rivals (target) [97].

8.3.2.3 Threats Against Medical Devices

¢ Criminal motivated threat (motive): An Attacker (source) can inject modified
data or retransmit the previously given command (vector) to the medical devices
attached to the patient (target) to cause harm to the patient’s health condition
(consequence) [53]. Additionally, the attacker (source) can also jam the wireless
communication of the medical device and the control center (vector) which are
responsible for maintaining the desired health condition of the patient (target)
will fail to conduct the accurate operations (consequence) [53, 54, 131].

* Spying Motivated Threat (motive): An attacker (source) can intercept the
communications between the medical devices (vector) of a patient to access the
confidential information of the patient (target) which results in privacy violation
(consequence) [53]. On the other hand, medical devices send this information to
the other control centers (target) also which contain a huge set of confidential
information of numerous patients (motive) which can be accessed by a hacker
(source) by intercepting the wireless communication (vector) which also results
in privacy violation (consequence) [82].

+ Politically motivated threat (motive): To harm a nation (target) politically, a
hostile nation (source) can interpret and control the wireless communication of
the medical devices (vector) of a political leader which can cause tremendous
harm to him or even death (consequence) [153]. US Vice President Dick Cheney
had the wireless communications of his pacemaker disabled as he was aware of
his possible assassination [131].
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8.3.2.4 Threats Against Smart Cars

¢ Criminal motivated Threats (motive): A criminal hacker (source) can attack a
car’s ECUs (target) by utilizing the weakness in the wireless communications
of the ECUs (vector) to cause a malfunction in the ECUs or an accident
(consequence) [15].

* Privacy invasion Motivated (motive): A hacker (source) can hack into the TCU
(vector) of a car (target) to listen to the private conversations going inside the car
[15].

* Tracking motivated threats (motive): A law enforcement agent or a hacker
(source) can hack into the GPS system (vector) to track the car (target) which is
an example of privacy invasion (consequence) [7, 15].

* Profiling motivated threat (motive): Car manufacturing companies (source)
can look into the detailed car logs stored in the ECUs of that particular car
(vector) to gather detailed information about its usage and if it has violated
any traffic rules or not (target), without the consent of the car owner which is
a violation of privacy (consequence) [7, 60].

* Politically motivated Threats (motive): An unfriendly nation (source) can
attack another nation’s transportation system (target) by hacking into fully
remote-control cars (vector) to cause large-scale accidents (consequence) [15].

8.4 CPS Security Vulnerabilities

We first identify the existing vulnerabilities in a cyber-physical system. Then, on
each of the applications, the vulnerabilities are highlighted as different applications
may have different kinds of vulnerabilities. Hence, for the suitable solutions, the
generic and application-specific vulnerabilities need to be distinguished.

8.4.1 Causes of Vulnerabilities

*Isolation Assumption: Usually the designing dependable and safe modules are
focused, and the security factor is not emphasized much [93]. The logic behind
this is if the system is isolated from the outside world, then automatically it is
secure from outside attacks. For example, the security of ICS and Smart Grids
relies on the assumption that the systems are isolated from the outside world, and
they are controlled and monitored locally [11, 32, 92]. Even, the IMDs were also
secured based on the assumption that they are isolated from the outside world
[53] the same as the ECUs in smart cars [78]. But the ongoing development in
CPS applications is no more restricted to the isolation concept. In fact, they are
introducing more connections. With more connections, more access points are
getting introduced tothose systems'which is making them more vulnerable.
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* Increased Connectivity: With time, the connections inside a CPS are increasing
at a significant rate. Unlike before, they are no more isolated from the external
environment. Nowadays, they mostly rely on the open networks and wireless
technologies. For example, control centers which are directly connected to
the ICS and Smart Grids are also connected to the Internet which increases
the chance of external attacks. In fact, it has been analyzed that a maximum
number of attacks to an ICS was made locally until 2001, but after that most
of them originated from outside sources [8]. This is a definite result of more
connectivity. Some field devices are directly connected to the Internet for fast
incident responses and more convenience which make them more vulnerable
[85, 141].

* Heterogeneity: A CPS is built with different kinds of components which are
manufactured by different entities. For example, COTS, proprietary, and third-
party components are integrated to build a CPS application. Hence, a CPS is a
result of more integrated such components rather than designed [32]. Each of
the components has its security problems. This integration of those components
invites respective inherent vulnerabilities [3]. For example, to access a computer
running on Windows OS, one of the steps of Stuxnet attack was to harness the
Siemens PLC’s default password [101].

8.4.2 Vulnerabilities in ICS
8.4.2.1 Cyber Vulnerabilities

¢ Communication Vulnerabilities: Although there have been many studies on
the security issues of the TCP/IP and ICCP like popular protocols, they still
have security issues-as the design of these protocols was not intended to be
secured [5, 56, 84]. Besides, the ICCP interconnects the control center, but it
lacks basic security measure like authentication and encryption [114]. The well-
known Stuxnet Attack uses the security vulnerabilities in Remote Procedure
Call (RPC) protocol [99]. Besides this, the RPC has many more vulnerabilities
which are used by the attackers to tamper with the ICS. The ICS which uses
wired communications usually depends on the fiber optic and Ethernet. Since
Ethernet uses the local area network and as a result, the components of an ICS
are connected through the same medium, it is vulnerable to a Man-in-the-Middle
(MITM) attack [43]. As an example, if attackers manage to access the connection
between the components, they can easily intercept and manipulate all the
data [118, 156]. In an ICS plant, usually, short-range wireless communications
are performed under the assumption that no outsiders can get access to the
communication medium. However, a malicious insider can still capture, analyze,
or manipulate the traffic or even a well-skilled outsider can break into it [27].
Moreover, if employees connect their devices which are probably unsafe, to
the wireless. network,. an. outsider.can use their Internet-connected devices as a
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vector and get into the system [42]. Long-range communications like satellite,
microwave, and others are also used in ICS, but their vulnerabilities in the context
of ICS have not been studied yet. It concluded that wireless communications are
more susceptible to cyber-attacks like unauthorized access, active and passive
eavesdropping, replay attacks, and much more discussed rigorously in the
literature as in [68, 157].

* Software vulnerabilities: The unauthorized access to the database where confi-
dential data are stored is one of the most popular software-related vulnerabilities
[118, 168]. Emails are also contributed to spread malware. Many attacks which
exploited emails are demonstrated by experiments in [39]. To gain access to
a secure ICS network, an attacker usually exploits the Internet connections of
the devices (e.g., laptops, smartphones, tablets, etc.) which are connected to the
desired network [13].

8.4.2.2 Cyber-Physical Vulnerabilities

e Communication Vulnerabilities: For sending control commands from the
control center to different components, ICS uses protocols like Modbus and
DNP3. These protocols are used for monitoring also. The de facto standard
for communication in the Modbus protocol lacks the basic standard of security
like encryption which creates vulnerability for eavesdropping [1, 9, 29]. The
lacking integrity in de facto makes the data integrity uncertain [9, 39]. Even,
the authorization measures are not feasible enough which may result into the
controllers receiving false data or manipulated data could be sent to the actuators
[149, 168]. These vulnerabilities are caused by the DNP3 protocol also as it lacks
these security measurements like encryption and authorization [31, 61]. At least
23 attacks were made using DNP3’s vulnerabilities, such as lack of authorization,
authentication, and encryption, which was analyzed by East et al. [31]. If the
primary communication between the field devices such as PLCs, RTUs and the
control centers is failed, usually there is a secondary connection which is directly
connected (e.g., dial-up) to the sensors and the actuators [1]. It makes the system
easy to be breached as the attacker does not need to exploit any other advanced
communication.

* Operating System: In ICS field devices like PLCs and RTUs, the operating
systems which are used are Real-Time Operating System, which does not have
access control measure. As a result, all users get root access which is the highest
privilege. This makes the devices vulnerable to miscellaneous attacks [168]. If
the operating systems have vulnerabilities, the systems running them become
vulnerable also which in return makes those devices the vector of an attack on
the field devices. For example, the Stuxnet attack exploited the vulnerabilities in
two operating systems. The first one was exploited in the Print Spooler Service
which is a vulnerability in remote code execution over Remote Procedure Call
(RPC) [100]. As a result, Stuxnet could copy itself to the vulnerable computer
[17)=Similartorthisytherotheronewas Windows Server Service which also used
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remote code execution in which specially crafted RPC request was sent [99], and
this makes the Stuxnet capable of copying itself to other computers [17]. Some
attacks use the buffer overflow vulnerability in the operating system used at the
control center [149, 168]. Among the most used vulnerabilities in the operating
system, buffer overflow is the most popular according to ICS-CERT [62].
Software Vulnerabilities: Among the programs which are used in the general-
purpose operating system to monitor and control the field devices, WinCC is
popular which is a Siemens product and used to control PLCs. The Stuxnet
attacks the vulnerable computers which run WinCC. At first, the Stuxnet copies
itself to the vulnerable computer and then installs a DLL file in the system which
is used by both WinCC and the PLC. It allows the DLL to send rogue codes to
the PLC. Lack of digital signature is the main vulnerability which allows. this
critical action [77]. As we discussed earlier, one of the main reasons of increased
vulnerabilities is the presence of COTS in CPS, and an example of this in 200
PLC models is revealed in [85].

8.4.2.3 Physical Vulnerabilities

The physical exposure of the ICS field devices, such as PLCs, RTSs, is vulnerable as
they can be tampered or stolen due to lack of physical security. For example, a water
canal had solar panels as its source of energy which were stolen and as a result, the
control center lost all critical data of that canal for necessary operations [2].

8.4.3 Vulnerabilities in Smart Grid

8.4.3.1 Cyber Vulnerabilities

Communication Vulnerabilities: The information infrastructure of a smart
grid relies on certain protocols. The smart Grid’s components use TCP/IP
for the general-purpose Internet. As the vulnerabilities in TCP/IP are known,
it is not used for the connection to the control center. However, sometimes
due to misconfiguration accidentally the control center gets directly/indirectly
connected to the Internet which itself is very vulnerable [25]. ICCP is used for
the communication among control centers, but it contains critical buffer overflow
vulnerabilities [168].

Software Vulnerabilities: Along with the same software vulnerabilities present
in the ICS, smart meters contain some more. Since the widely spread smart
meters can be controlled remotely, it provides certain vulnerabilities for the
attackers to exploit as they can control smart meters from either the meters
individually or the control center. If injecting a software bug into one of the
components in a smart grid is used as a vector, creating a wide blackout will
become. feasible [4]..More accessible smart meters in every household provide
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more access points to the attackers [108] which sometimes are used as backdoors.
Santa Marta [135] discovered such backdoor to a smart meter which could allow
a capable customer to gain full control over the meter including modification
of the utility bill. Additionally, there is a protocol named TELENET which can
be used to connect the smart meter. This protocol can be exploited to perform
multiple coordinated attacks on different smart meters in a grid.

e Privacy Vulnerabilities: The smart meters at the households and the utility
companies have two-way communication which creates vulnerabilities. An
attacker can intercept the traffic of vast data generated by the smart meters which
will compromise the privacy of the customer [21]. Furthermore, they can-access
the information about the presence/absence and daily habits of the residence.

8.4.3.2 Cyber-Physical Vulnerabilities

e Communication Vulnerabilities: The power grid infrastructure has the same
kind of vulnerabilities as ICS in the context of the same protocols used in ICS,
i.e., Modbus and DNP3. Smart grid has some additional protocols like IEC
61850 which provides some advanced communication between the substations.
However, these advanced protocols do not have adequate security measures.
Some of these could not provide encryption which creates the vulnerability for
eavesdropping which will provide the details of customer’s usage pattern to the
attacker [96, 108]. The protocols. which do not have significant authentication
measure could be exploited to-inject false data [124, 156]. One more result of
this is the over-flooded network by injected bogus data which is an example
of DoS attack [143, 162]. The heterogeneous components of a smart grid also
create vulnerabilities. The generation plant of a smart grid communicates with
the transmission plant which interacts with the distribution sector and this sector
delivers the power to the customers. Each of these sectors has their security
protocols which integrally are vulnerable to various kind of attacks due to lack
of proper communication and collaboration [36, 58, 108].

* Smart Meter Vulnerabilities: As discussed earlier, due to two-way commu-
nication in smart meters components, many access points are created for the
attackers to intercept the interactions [69]. This creates a backdoor in home
appliances which could become an entrance for an attacker to the control center.
The documentation of a smart meter was analyzed by Santamarta, and a “Factory
login” account was discovered [135]. Unlike regular customers’ accounts, this
account would give any user complete privilege over the device. This may result
into (1) Disrupted power supply, (2) attacks to other smart meters in the same
network, and (3) tampered data of the collected data such as the utility bill [135].
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8.4.3.3 Physical Vulnerabilities

The field devices of smart grid face similar problems like ICS’ components. As they
are widespread the physical security to these field devices is inadequate [140]. They
are vulnerable to the physical destructions. For instance, the power lines can be
easily damaged by malicious, natural, or accidental causes. Once 50 million people
suffered from large blackout due to the power line cut by overgrown trees [149].

8.4.4 Vulnerabilities in Medical Devices
8.4.4.1 Cyber Vulnerabilities

* Obscurity Vulnerabilities: Some medical device manufacturing company relies
on the secrecy of the designing proprietary protocols due to lack of their security
measures [82]. This is known as “security through obscurity.” Although this has
never been enough to thwart the attackers.

e Communication vulnerabilities: Medical devices usually communicate with
their programmers through a wireless connection which is exploited for different
kinds of attacks, such as injection, eavesdropping, replay attacks, and much more.
Lack of encryption in the security measures allows replay attacks [52] along with
the loss of confidentiality since the ICDs interact with their programmers through
wireless channels. Also, patients wearing devices or with IMDs are vulnerable to
privacy invasion-related attacks. Moreover, the patient can be tracked down if the
unique information of the devices is inferred [53].

* Software Vulnerabilities: Along with the growing role of software in the
medical devices, their vulnerabilities have also increased. Hence, more devices
are recalled due to software-related defects [46, 54]. Since the role of these
devices is to monitor and control the health of patients, a simple flaw can
result in a critical health situation. The security analysis of the medical devices
was publicly analyzed by Hanna et al. [54] for the first time. They discovered
that a-medical device named Automated External Defibrillator (AED) has four
vulnerabilities such as (1) random code execution because of buffer over flow,
(2) improper storage for credentials, (3) inadequate authentication mechanism,
(4) firmware update without any authorization due to improperly deployed Cyclic
Redundancy Check (CRC). Also, Li et al. [87] also showed that how a random
CRC check in code can lead to various dangerous attacks like replay attack,
unauthorized injection of data, and sending out unapproved commands.



206 S. Majumder et al.

8.4.4.2 Cyber-Physical Vulnerabilities

Communication Vulnerabilities: The dependency of medical devices, like
wearable devices and IMDs, on wireless communication invites more vulner-
abilities. If a medical device fails to send or receive accurate data, the patient
will suffer from an undesired health condition. The chances of jamming attacks,
replay attacks, eavesdropping increase. As an example of jamming attack, if
an insulin pump does not receive the periodic updates from the Continuous
Glucose Monitoring (CGM) device associated with the patient, the pump may
not decide the accurate amount of insulin that needs to be injected, which may
cause improper health conditions [87, 125]. Some attacks on computational
or communication devices drain out the battery resource and the devices. fail
to communicate [52, 131]. Another vulnerability is, by exploiting wireless
communication, the attacker could inject specially crafted data which result in
undesired operations by the medical devices. Halperin et al. [52] and Gollakata
et al. [48] explained that the wireless communication vulnerabilities held by ICDs
could be utilized for injection attacks. Moreover, Li et al. [87] demonstrated
that by intercepting the wireless communication of the insulin pump with its
remote control, an attacker could gain the ability to control the device remotely.
For authorization, the injected package requires the serial number of the device.
Radcliffe et al. [125] showed that an attacker who retrieved the serial number
could inject an unauthorized inappropriate command to the device. For the replay
attack, the attacker does not have to be knowledgeable about the underlying
protocols. All he has to do is capture legitimate command packets which can be
retransmitted later. Li et al. [87] showed that the vulnerable insulin pump which
allows replay attack may receive incorrect readings of the glucose level which
will command the insulin pump to inject wrong amount of insulin to the patient
which will cause undesired health problems. It was revealed by Radcliffe et al.
[125] that CGM is also-vulnerable to replay attacks.

Device Authentication: As a result of implied trust to everyone using commer-
cial programmer, an attacker without any technical knowledge can use those
without any authorization [52]. Halperin et al. [52] showed that even Universal
Software Radio Peripheral (USRP) is capable to replace a programmer and
deliver malicious packet.

8.4.4.3 Physical Vulnerabilities

Both wearable and implantable devices are vulnerable to physical attacks. For
example, an attacker, who can get close to the medical devices, can tamper with
those and inject malicious commands which will cause undesired health problems
for the patient. The serial number of the device will also be revealed which is
convenient for other attacks. Thus, there should be adequate physical security
around the medical devices as recommended by Hanna et al. [54]. Nonetheless,
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since the designer of the devices cannot control the surroundings of the patients’
wearing those, the patients, along with the devices, are vulnerable to physical
attacks in an insecure location. These types of attacks are usually politically
motivated [153].

8.4.5 Vulnerabilities in Smart Cars
8.4.5.1 Cyber Vulnerabilities

* Communication Vulnerabilities: To enable hands-free operations in'a smart car
and to provide car’s manufacturing company the control to do certain operations
remotely like software update, crash report and stolen car recovery, etc., cellular
interfaces are used. These cellular communication channels are provided to
the cars by TCU. Since Global Positioning System (GPS) and microphone are
parts of these TCU, major security concerns regarding- TCU are arising. The
connection can be used as a vector to track down the vehicle or even become a
spying tool for eavesdropping on the conversation going inside the car [15, 155].

Among the vulnerable vectors used for an attack on a smart car, Bluetooth is
the most important one [155]. To pair a device with the smart car via Bluetooth,
the Telematics Control Unit (TCU) generates a PIN which has to be entered
for authentication. However, this measurement is not enough since an attacker
can brute-force the PIN or even inject.a modified PIN by faking the Bluetooth
Software. If the Bluetooth’s Media Access Control (MAC) is extracted by the
attackers, the car will be vulnerable to the traceability attacks as the MAC is
unique and traceable [15].

* Software Vulnerabilities: Smart cars are the result of integration of different
types of ECUs which are operated by different software. The reliance of smart
cars on the ECUs hasincreased rapidly and as a result the possibility of a software
bug, and other vulnerabilities, in the ECUs have also escalated [59]. Malicious
code, injected in a software running ECU, can expose the entire car to various
types-of attacks. Jo et al. [66] showed that how a TCU running on Android
Operating System was exploited to unlock the doors and even the GPS was
tracked due to the vulnerabilities in the software. In fact, if the media player has
the vulnerability it can be exploited to attack other ECUs as the player has the
ability to connect to the CAN bus directly. As identified by Checkoway et al. [15],
the media player can be used as vector to attack the other ECUs by injecting a
malicious code installed CD and the player is vulnerable to other arbitrary codes
because of its ability to resolve different media files.
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8.4.5.2 Cyber-Physical Vulnerabilities

¢ Communication Vulnerabilities: Due to inadequate security mechanisms,
smart cars are vulnerable to different types of attacks [78]. Among the in-
car communication protocols, Controller Area Network (CAN) and Local
Interconnect Network (LIN) are used the most. However, we will review the
vulnerabilities of CAN since it is used more than LIN. CAN lacks proper
encryption, authentication, and authorization measurements. Due to lack of
encryption, Tire Pressure Monitoring System (TPMS) is vulnerable to attacks
like eavesdropping, data injection, and spoofing [130]. Using the unique ID
stored in the TPMS, tracing a car becomes possible. Even more, the broadcasting
nature of CAN creates vulnerabilities for DoS attacks [73]. DoS exploits. the
error handling mechanism of CAN bus network [22]. Another vulnerability in
the security property is non-repudiation which makes it difficult to trace the
source of the attack [60].

* Vulnerabilities in ECUs: The ECUs are getting equipped with advanced
technologies for the betterment of safety and comfort. ECUs like Collision
Prevention, Adaptive Cruise Control, etc., provide safety. And Comfort is
delivered by the ECUs like RKE and Comfort Part Assist. These are all parts
of AN network which is vulnerable to many attacks. For example, if a ECU is
attacked then the attacker can also attack the other vulnerable ECUs in the same
network at the same attempt [155]. ACC is the next-generation Cruise Control
Driving. If the ECU is tampered externally or even internally by exploiting other
vulnerable ECUs such as RKE, TPMS, and TCU, incorrect data can be provided
to the ACC, as a result the car will change its speed unexpectedly which can turn
into a collision.

* Vulnerabilities in X-by-wire technology: Nowadays, there is a trend called
X-by-wire in smart cars. This technology replaces the components like steer-
ing, brakes which are controlled mechanically by electronic and electromag-
netic components. It allows the driver to control the mechanical and electro-
mechanical components by pushing some buttons. For example, Steer-, Shift-,
Break--are used in this trend [145]. However, this implies more threats to the
vehicle. This technology counts on FlexRay protocol which is very costly and
doubtful to be widely used in the near future [145].

8.4.5.3 Physical Vulnerabilities

A car is physically vulnerable to various types of attacks. Such as if the TPMS part
of a car is destroyed, the designated ECU will not receive the air pressure from
the TPMS. A mechanic has physical access to a car. This opportunity makes many
internal parts directly accessible to an attacker through OBD-II port [160]. Even the
exterior mirror is exploited sometime as the backdoor to the internal parts [60].
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8.5 Real-World CPS Attacks

In this section, we have reviewed the attacks reportedly made on each of these
applications, using the vulnerabilities discussed in Sect.8.4. The attacks have
been categorized into cyber, cyber-physical, and physical attacks based on the
locations of the damages made by these attacks. The attacks which do not
have impact on the actuators/sensors are considered as cyber-attacks while the
attacks which directly strike the physical components are contemplated as physical
attacks. Finally, the attacks which hit the physical components exploiting cyber
components are considered as cyber-physical attacks. Generally, the attacks which
are publicly known are very rare [121] and to find the attacks utilizing all the above-
mentioned vulnerabilities is infeasible. With the brief review of real-world attacks
on CPS applications, we have also provided four different taxonomy proposed by
Yampolskiy et al. [164] based on attacks on ICS, Smart Grids, Medical Devices, and
Smart Cars. Tables 8.1, 8.2, 8.3, and 8.4 demonstrates the real-life attacks on ICS,
Smart Grids, Medical Devices, and Smart Cars, respectively. Here are some brief
definitions of items used in the taxonomy:

* Influenced object: The object on which is attacked.

¢ Influence: The resulting changes on the attacked object.

¢ Affected Elements: Elements which got affected indirectly.

* Impact: Changes in the entire CPS.

e Method: The way the attack took place.

* Precondition: The pre-attacks made to make the attack successful.

8.5.1 Attacks on Industrial Control System (ICS)
8.5.1.1 Cyber-Attacks

¢ Communication Protocols: Most of the attacks on ICS are made exploiting the
vulnerabilities in communication protocols. An example of Address Resolution
Protocol being spoofed was demonstrated on Supervisory Control and Data
Acquisition (SCADA) system [42, 151].

« Espionage: Many attacks have been made to the ICS with motive of spying.
DuQu and Flame are two examples of these kind of attacks [20, 110]. Flame
had targeted many ICS in the Middle East world and was not discovered till
2012. The objective of this malware is to collect private data like emails, network
traffic of the corporations [110]. Similarly, a group of hackers called Dragonfly
attacked many corporations in the USA and Europe in 2003. Their motive
was to collect classified information of those corporations. They sent fishing
emails containing malware PDFs to the employees of those organizations. After
opening these emails, the vector changed into water hole vulnerabilities which



S. Majumder et al.

210

SD1d °y) woly
sa3nJInuad
) 01 w1} Suog sagnjInuad sa8nJInuad
[$91 | SDId urjouxms | JUSS SpueWIWIod | ' J10j paSewep Y 0) Jo uonejox SO1d
TIT“LL“LT] Jo uone[eIsuy pazuoyineun) A[reo1sAyd | payoene s10joy porerogexy | Jo seSnjyue) JouUXMS
WISAS
QU9 Y}
J[qISSe00e | WwA)SAS Yy 0T | SUr00qaI UdAd YIomiau oy} YIomau
SI §DI JO oyjeny | 9pood snomdIewt pue uonosfur 0) POJOAUUOD | UOHEBIIUNWIWOD | SO JO YIomlou
[6€] uonEdIuNWWO)) 1o9fug BIEp 9s[B] sjuouodwro) | oy) 03 9fewe( | UOTEOTUNWITIOD) WIOM SNQPOIN
poop oFemes
wsAs | porerndruew are 0 onp sso| uonels
) [PIM TRI[TUIRY sdwnd oy jo AIejouous pue dwnd oy jo
SI oYM IOpISul | suoneInSyuod JUSUWIUOIIAUD uoneInSyuod sdwnd oy
[1+1] POULIOJUT [[OAN L pamyod oyl | uruonounjrey | sdwnd oFemog Ayooore
uornejuowdur
SLOD §301A3D
0) anp [020301d JSO[ 9Ie SADIAdD payoene oy
dI/dD1 2y} 0jul | SIOIAJP Y} OJuT pIoy oYy Jo £q pa[[onuod SOO1AJD
SONI[IqEIdU[NA |  9POJ SNOWIeW | SUONRINSJU0D QIe YoIym PIoY Y3 jo SOOIAD P[o
[os1] paonpuy 100(uy YL syuauodwo) Q0BJIOIUT GOM pue syoe)Ie paseq-qa
sI1osn
SQOIAJD PIoY pazuoyine S901A9D
‘pasodxa U) 03 1JUAd | 9y AQ Apredoxd paYorne o
QIe SAJIASP oY) [OTUOD AY) | PI[[ONUOD 2q O} Aq po[[onuod SOO1AQD
JO suonoaUUO0d JO UONOoUUOD | J[BUN dW093q QIe YoIym PIoY oy Jo SOO1AJP PIo
[os1] JouIdIu] AYJ, Yl 9[qesIq SOO1AD PIoI] syuouodwo)) QOBJIQIUI GOA pue syoe)IE paseq-qa
QoURIAJY UuonNIpuOdAIJ POyIoIN Joeduwy JUSWA[ Qouanpguy JUAUId[ e}
PoRyY pasuanpuy

syoepe [eorsAyd-10940 DI 1°8 9q




211

8 Cyber-Physical System Security Controls: A Review

sIouLIOjsueI)
Jo amsodxa SIQULIOJSUERI) SIoULIOJSuRI)
[1¥] [eo1sAyq ofewe | INOYORIQ APIM pus yrewg 0) oSewreq SIOUWLIOJSUBI], wISI[epueA
[ouueyo
UONBITUNWWOD
quy ut spoypoed
‘Touueyd pazoyineun syjuouodwod JoAe[
UonEIIUNWWOD Kressaouun SnoLIeA UONEOIUNWWOD | UOTJBIIUNWIWOD
[16 ‘06] Q) 0 SSA0OY Auew 109Uy | Jo uonounjeN pus3 Jewg Jo AefoQg SSO[AIIA Yoene Jurwuref
SOO1AQD
S901AQD PIeY 9y} woij S901AQD
PIeY 2y 0} syred orjejowr PIeY oy} jo juowdinba anm 1oddoo
[cz1l $S900® [BOISAU] QI [BAS | UONOAUUOISI pus yrewg Jo ey, pue [eIN JouL
ployesnoy
yy ur
Ppa[[eIsul SIajoW uoneuwLIoJul
SI9JoW JIews 0} JIews ay) 0) soruedwoo Surq
[os1] $S900® [BOISAYJ | elep os[ej 109fuf SSO[ [eIOUBUL] Amn parerndiuey SI9)OW JIBWS uonoafur ejep as[e
SI0)RIoUSS
asoy)
QOIAdD ) WIIM |  SIONBAIQ IINOIID siojerouag ay) | £q paj seniun
QJeOIUNUILIOD 9so[o pue |  Jo uoIso[dxa 0} | pue sI0jeIOUID) J0jeI0UQS oY) s10jeIoUas Jo
[SoT1 ‘peT] 0) Aqy uado Afpidey | onp no 19M0Og omog Jouorsojdxy | s19yeaIq IINOID) Juowiradx9 eiom
Jourauy
y3noxy) Auedwoo uor}02uu0d
A1mn oy YPrIm JouIU]
UuonEIIUNWWOd sy ySnoay) A1ddns 1omod proyssnoy ployasnoy
Aem-om) SIQ)OW JIBWS 10J 93urYOXd asnoy ay) ay) 03 A[ddns ) 03 payoene
[z11] pardooroiuy Y [onuo)d ur uonIo)Xyg JO 0UIPISAY 1omod oN Jo)oul Jews UOTI0IXd 13gA
ERIEIRIEN uonIpuodAIJ POyIoIN joeduwy JUSWIA[D Qouanpyuy JUWIA[D Qure)
PRIV pasuanpuy

syoee [eo1sAyd-10940 pLIS JeWIS 7' dq




S. Majumder et al.

212

paydoorajur

308 19[[0NU0D
Q)OI )1

pue dwuind urpnsur
) UGIMIdq

dwind
urnsur ay)
0) SPUBWIWOD

duwind urnsur

UonEIIUNWWOD pazuioyneun uonIpuod JuUEn) A £q suonoe uonoafur
[£8] Ay, Joofu | pesy sjuened | Suoim sjudned Jodoxduy dwnd urnsuy | spuewWIWOd pazLIOYIneU )
paydoorayur
s308 dwuind dwnd
uInsul pue ADD | uInsul 0) ejep dwnd
oy} uoamIaq | 9sey 309(ut oy urnsut 3y o3
UONERITUNWIOD puas 0} DD SUONIPUOD JUQUIIEDI) | PALIQJSULI) BJEp
[L8] L oy geyw] | (predy sjudned | Suodm s jusned pare[ndruejy dund urpnsuy uonoafur ejep asye
pardooroyur
s108 duind juoned dwnd
ulnsul pue WD) SpPUBWIIOD 9y} 0] urnsur sduind | oy 0] pareAI[ep | 991A9p (JADD)
) UdIMIdq pardeoroyur Jojunowe | UInSUL payoe)e asoon[3 jo Sunojiuowr
UuonEeIIUNWWOd A[snotaaxd 1091100Ul Ay yum JUSWIAINSEOW 9s0on[3
[sz1] YL oy Aerdoy Jo A12A10Qg 3uore sjuaned J091100U] snonunuo)) yoene Aejdoy
901A9p
[0TUOD Ay} WOIJ Ajoreinooe
SOJIAJD [eOIpaW SPUBWILIOD | JUSUIBAI)-SSTW uonouny
Ppayoene 9y} 03 pardeorojur 0} onp juonjed | S9OTASD [ROIpOW 031 Kyijiqeur
JUIS SPUBUIOD A[snoraard | 9y} Jo UOIIPUOD | PAYOENE ASOY) | IO AIAP.AY) JO | DIAP [BIIPAW
[zs] oy 1deorajug oy Aerdoy Ayeaqun) UM sjuaneq | umop Sumnys ure)Iad y e
Q0URIRJY uonIpuodAld POUIOIN joeduy JUAW[d Qouanpuy Juowo[d owre
POV poouanguy

syoene [eo1sAYd-10g40 s901AAp [BIIPIIN  €°8 Iq




213

8 Cyber-Physical System Security Controls: A Review

(panunuoo)
NDL 3Y1 03 SJUSpIOOR
juas st peojAed Q[eos-a31e| [ouueyd
snomlfew | 9[qissod 01 anp | Ien[ed ysnoiy
901A9p paired | e pue ‘pajiojdxa pastwordwod NDL ™3y
yoojon|g 2y | SI931Ap parred 2q ued 0) Pa1dUU0D
JO uonNIAUUOD Ay} yjoolan|g ayp J[OIYAA AINUD AIe yoIym J[oIYA Y} J1un [0NUOD
[S1]| ursoniIqerouny | JO UONIAUUOD) ay) Jo A10JeS sNDA YO | yoen 01 AIIqy SONRWR[R, uonoafur aremeN
soniiqedeo
reorsAyd
NDH byloue pue 10940 yim
0] dIem[eul sNDF Iaylo
§301A3p puss ‘DA s (DL SNDd Pylo
paared yooyonig yroolon[g K1938S 9[o1yoA j1un [0NUod [GRREN()
[S1]| oys10n0 [O1UOD Sunrordxyg muo ayJ, UOISSTWSURI], 01 AN[Iqy | NDH yrooleng uonoafur aremre
Surreaurdue
9SI0ADI nod
snq pue 9a3oed | 110JWODSIp pue Surfonuod SMOpUIM
(NVD) Yiomiau paddoipsaaes ‘pastwordwod SMOpUIM A} asoro/uado
BAIR IQ[[OTUOD 0} Arsnoraaxd ST K)o3eS 0} PajooUU0d [onuod
[eL ‘09] $S900® [BIISAU] Jorq puas S13uassed sNDd 0] 9[qeU) | TBD JO SMOPUIM SO(
Nnod
snq Yy 0)/woly
(NVD) y1om1ou NVDJjo (DdD
BAIR IQ[[ONUOD O} |  UONEIIUNWIIOD $9Z991) 19snpo [oued | 10jowopaads ur Jnpout
[eL] $S9008 [BOISAYJ oy Surjqesiq | DI 2[oym 2y JuAWINISUL doip wopuey [onuod Apog SO(
QOURIRYY uonIpuodAIg POyISIN 1oedwy JUWIA[ Qouanyuy JUDWII[ Qwre)
PRIy pasuanpuy

syoe)e [eo1SAYd-10940 s1ed JewS $°8 d[q




S. Majumder et al.

214

EIRIUEIN
0).qoj A9 woly
juos [eusts

AHN Supnsar
Kefax pue qoJ
0) s1ogijdwe K9y 01 921Y2A
pue seuuojue WOIJ JUas qoJ
Se yons s[oo} | s[euJIs uodraq Koy oy Sursn
ym paddmbo g1 permded Q[OIYRA AINUD oYM I8D I}
[s]| oqisnw 1oyoeny oy Jurkeoy Ay Jo Yoy, Jpoyaa amuy | uado 03 AIqy wIsAs Y yoene Ae[oy
SUOIOUU0D
Ied SsofoIIM
oy jJo yIomjau | Suprofdxe NDL s1o3uassed noL suopesIunw
Ie[n[[ed Y} | Ay} 0] dTEM[BUT oy jo Koeand 0] PaJOQUUOd |  -WOD Jed-UT 9y}
[S1]| ursoniIqeIaunp Sunoaluy pastwordwo) | snOg Ieyio [[v | Surddorpsoseyq noL yoepe Jurkdg
sSuipunouns
helily]
syoypoed Ay YIm Suofe
JIomiou paddoipsaaed s1o3uassed Sy311 oYy
snq NyD 2 K[snoraard soouonbasuod | SI1 yIM SOIYA JO uo/yjo-uiny EIRIGEIY
[gL]| ssoooe 03 AIqy JTWSUBRTAY SunysLI-oJ1] pojasie) oyJ, paoadxoun Y Jo SIYSI yoene Aerdo
SNodeyo
Jylomjou snq ayp 03 peards
SUOIOAUUO0D NVD ySnoxyy JIomau snq nod Y ore orempewr
SSa[aIIM Qlem[ewWl | NVD OUWEs oy} | 0] P2JO2UUOD ST Sururejuod noda
[€L ‘091 A} 0 $SA0IY peards | ursnNDF WO | YoIym snq NV syooed oyroads Auy uonosfur aremre
QOURIJY uonIpuodAId POIOIN joeduwy JUOWII[ Qouanpyuy JUOWII[ ey
PAOAY pasuanyug




8 Cyber-Physical System Security Controls: A Review 215

would redirect the readers to a malicious website hosted by those attackers. This
malware allowed the attackers to access confidential information stored in those
systems [147].

* Accidental Attack: Software updates in the systems are necessary to maintain
less vulnerabilities. However, if a software is updated with rebooting the system
and the system has not completed the backup, all the critical data stored in that
system will be erased. If that system is one of the control center systems, other
components will also suffer from this and operate abnormally which may even
cause plant shutdown [11].

* Web-based Attacks: In 2011, a number of oil and energy companies were
attacked by Night Dragon which extracted private information from these plants:
The attack exploited many vulnerabilities and combined different types of web-
based attacks like SQL and malware injection [1, 101].

8.5.1.2 Cyber-Physical Attacks

¢ Communication Channels: As mentioned above, dial-up connections connect
the field devices directly which give the attackers direct access to the devices
through the dial-up connection. Once in 2005, billing documentation of a water
utility pump was modified by exploiting this dial-up connection in the canal
system [150]. Although no physical damage was made, if intended, the attacker
could have done critical physical damage also.

* Resentful Insiders: The workers of a company are familiar with the architecture
and networking of the system. Once an ex-employee disrupted the functions
intentionally of a sewage treat system of Maroochy Water Services located in
Australia in 2000. The attacker used the knowledge as an ex-employee and
exploited the vulnerabilities. As a result, the company faced a huge financial
loss and the environment got tainted as many streets were flooded [141].

* Modbus Worm: Fovino et al. [39] did a tremendous work targeting the malware
which is very alarming. A malware was crafted by them which could exploit the
vulnerabilities like lack of authentication and integrity present in the Modbus
protocol. This worm performs two kinds of attacks: (1) Identify the actuators and
sensors, and then DoS including message, and (2) send unauthorized commands
to the actuators and the sensors.

* Malware: Software vulnerabilities are exploited as a vector to target the physical
devices. Stuxnet will be a better example for this. It targets the physical devices
through software vulnerabilities [164]. Stuxnet’s attack is categorized into two
phases: (1) identify the object to target, and (2) hijack the PLC [77]. The first step
is achieved with the help of two vulnerable computers running on Windows OS,
i.e., shared printing server and Windows Server Service. Remote code execution
using RPC would be possible through both vulnerabilities. The first one helps
Stuxnet to install itself, whereas the next one allows it to spread to another
computer. This process could affect millions of computers. However, because of
specific targeted PLECsj the'computers'which are connected to that specific PLC
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will be influenced. Once the Stuxnet is installed it looks for the software which
monitors and controls the PLCs, and that would be Siemens WinCC. To find the
accurate Siemens WinCC for the targeted PLC, a thorough analysis is done by the
Stuxnet [77]. Once the software is determined, the next step is injecting malware
to disrupt the operations of the PLCs. We would refer [111] for detailed analysis
on Stuxnet.

* Web-Based Attacks: A web-based interface is exploited by attackers as a vector
to attack the PLCs. They open up multiple connections and leave them open until
they cannot be accessed by the authorized users which results in DoS attacks.
Sometimes they send a link to the authorized users which contains malicious
Java script which injects bug into the TCP/IP protocols and the controller gets
affected as a result [150].

8.5.1.3 Physical Attacks

* Unintended Attack: Zotob Worm is not intended to attack ICS, although it
caused several manufacturers to shut down their plants. Once, the US company,
Daimler Chrysler, was forced to shut down their 13 plants as a side effect of
the attack by this worm [149]. This influenced a lot of researchers to analyze the
detailed consequences of this attack. Among those, Fovino et al. [39] showed how
critical could be the collateral damages of this attack. The consequences include
rebooting of ICS servers, creation of vulnerabilities of arbitrary code injection,
stimulating DoS attacks, and infecting personal computers.

8.5.2 Attacks on Smart grids
8.5.2.1 Cyber-Attacks

* DoS Attacks: In a smart grid, time is a critical variable. If there is too much delay
in the flow of instructions, the components will operate undesirably. If different
layers of the network of a smart grid are flooded, it will result in a DoS attack. Lu
et al. [90] have analyzed the effect of a DoS attack in a smart grid. In addition,
the deployment of wireless communication in the physical layer of smart grid has
significantly increased which opens up the vulnerabilities for jamming attacks as
shown in [91].

» False Data Injection: Injecting false data in the smart grid components leads
to disrupted operations by the components. Liu et al. [88] have demonstrated
a simulation in which they injected a set of false data and analyzed the
consequences. They assumed that the attack had the pre-intrusion of the attackers
to the control center and injected false data into the system and as a result, various
components operate improperly. Moreover, the operating utilities will also face
significant economic loss.[156].
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* Untargeted Malware: Sometimes, other components also get affected because
of attacks to the targeted components. In 2003, the traffic between the substations
and the field devices got disrupted by the Slammer worm and consequently the
energy sector had the impact [8].

e Customer’s information: Analyzing the interaction between a smart meter
located at a house and the control center, the attackers can extract classified
information of the customer. Such as the attackers can predict the lifestyle of
the customer, when the customer is present at home, when they sleep, which
house appliances are preferred, and many more [109].

8.5.2.2 Cyber-Physical Attacks

¢ Cyber Extortion: Taking control over a smart meter, the attacker can extort
money from the customer in return of not doing any large-scale damage to his
households [112].

* Blackouts: If a smart grid is targeted for a DoS attack, mostly the consequence
will be a blackout. Idaho National Laboratory experimented on a generator in
2007. The purpose of the experiment was to see what will be the impact on the
generator due to a cyber-attack, and the results were infeasible [26]. In 2003,
Ohio and Florida had experienced a wide-scale blackout which is believed to be
the consequence of attacks done by the People’s Liberation Army [55]. The USA
had experienced over 800 blackouts in 2014 but the reasons are still unknown
[122]. Although it is suggested by some speculation that such blackouts were the
results of some cyber-physical attacks on the smart grids [55].

8.5.2.3 Physical Attacks

e Natural Incidents: The physical exposure of the field devices is the reason
behind physical attacks. Natural calamities are unpredictable and uncontrolled
which can cause widespread damage to smart grid’s field devices. For example,
an ice storm in Philadelphia had caused a broad blackout for several days which
affected over 500,000 people [122]. Growing trees, wild animals, and severe
storms can easily damage the field devices and since the power transmission is
widely spread, the consequences will be affected on a vast population. In 2014,
wild animals caused around 150 blackouts in the USA by damaging the power
cables [122].

e Theft: The field devices are made of metal and copper wires which have a good
value in the market. Thieves steal those equipment which cause disconnection
and as a result people suffer from blackouts. As an example, over 3000 people in
Virginia had suffered from a blackout due to theft of equipment [122].

* Car Accidents: There were 356 outages due to car accidents which damaged
transmission towers, power poles, or transformers [122].
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Vandalism: Attackers can intentionally damage the field devices of smart meters.
Once a sniper shot over 100 rounds at a substation in California damaging around
17 transformers [41].

Terrorist Attacks: A group of terrorists can attack a transmission control of
smart grid to cut off communication due to lack of power. As an example, in
2014, terrorists blew a large section of transmission control in Yemen using a
rocket launcher which resulted in a nationwide blackout affecting over 24 million
people [64].

8.5.3 Attacks on Medical Devices

8.5.3.1 Cyber-Attacks

The attacks on the medical devices are mostly performed in an experimental
environment. We have reviewed the attacks on some limited medical devices such
as insulin pump, IMDs. The successful attacks made on the insulin pump could be a
possible case for the other medical devices due to the similar hardware components
and communication channels.

Privacy Invasion: For a successful attack on a medical device, the attacker
should be equipped with the device type, its PIN, and the authorized commands
to disrupt the device. The authors of [87] have implemented a successful attack
and showed that three factors must be known by the attacker: existence of the
device, it’s type, and PIN. Halperin et al. [52] have also revealed the classified
information of the patient along with the device unique number by experimenting
an attack on an ICD medical device.

Replay Attacks: If the PIN of a medical device is intercepted by an attacker, it
can be exploited in the future to replay the eavesdropped packet [87]. As a result,
the insulin pump will operate based on misinformed decisions [125].

8.5.3.2° Cyber-Physical Attacks

Replay Attacks: An ICD was turned off when it was supposed to be working
accurately, by Halperin et al. [52]. They replayed the “turn off” command which
was used earlier as the commands to turn the device off. Any replay attack can
retransmit the previously given commands to the CGM and insulin pump if the
software vulnerabilities for replay are exploited by the attacker [87, 125].

False Data Injection (FDI): Li et al. [87] experimented to inject false data into
an insulin pump and they could control the pump remotely such as shutting down
and resuming the pump.
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8.5.3.3 Physical Attacks

Itis not a challenging task to physically access medical devices. The type and unique
serial number of the devices can be obtained by a third party which is an example
of physical attacks to medical devices [125].

8.5.4 Attacks on Smart Cars
8.54.1 Cyber-Attacks

Most of the researchers have done theoretical or simulation-based experiments on
smart cars. Only a few have experimented on the actual real cars [15, 60, 73, 102].
To attack a car’s internal network an attacker must go through the OBD port II,
media player, or wirelessly connected devices, like smartphones: Once the attacker
can access the internal network of the car, a lot of opportunities to launch an attack
successfully are open.

¢ DoS Attack: A demonstration of DoS attack was done by Koscher et al. [73].
They disabled the interaction of CAN with the Body Control Module (BCM),
resulting in the speedometer to drop from 40.to 0 mph instantly and also freeze
the whole Instrument Panel Cluster. The freezing of IPC is like, if the driver
increases the speed of the vehicle it will not be shown in the speedometer. As
a result, the driver will be unaware of the increased speed and the chances of a
severe accident will rise critically.

¢ False Data Injection (FDI): The BCM constantly sends the package to the
speedometer containing updated speed of the vehicle which keeps the driver
aware of the accurate velocity of the car. An attacker might intercept the data
transmission between the BCM and the speedometer, which would modify those
and forward the incorrect speed [73]. Another possibility is the correct status
of the airbags installed in the car can be modified and, even if they are not in
the correct state, they may appear healthy due to data modification [60]. In [51]
the authors have shown how a customer can manipulate the data received by the
insurance dongle to estimate the rate so that it will show lower insurance price.

¢ Privacy Invasion: The in-car conversation can be eavesdropped if the cellular
interface in the TCU is exploited by an attacker as demonstrated by Checkoway
et al. [15]. They can extract many other private information regarding the
vehicle and its owner. Also as Ed Markey, a US senator, had reported, the
manufacturing companies store many private information such as driving history
and the performance of the car [95].
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8.5.4.2 Cyber-Physical Attacks

* DoS Attack: As examples of DoS attacks, passengers are not able to close any
open windows, the theft alarm system of the car doesn’t work when it is needed
[60], etc. Jamming RKE signals is an example of DoS attacks on the wireless
communication.

e Malware Injection through Bluetooth: Exploiting the wirelessly connected
devices, an attacker can control the other ECUs which are connected through
the same network to which the ECU of the Bluetooth connectivity is connected.
A successful attack via Bluetooth was conducted by Checkoway et al. [15] in
which they compromised a connected smartphone device. The connectivity of
the device with the smart car’s TCU, which is the Bluetooth ECU, was exploited
as a malware named Trojan horse that was injected in the smartphone. After the
connection is compromised, the malware sends a malicious payload to the TCU
and in result the attacker gets the ability to control other connected ECUs such as
Antilock Braking System (ABS). Another attack was shown by Woo et al. [161]
that how a mobile device app can be exploited to attack a car’s OBD-II port.

e Malware Injection through OBD-II port: The OBD-II port is the gateway
for the attacker to control the internal networks of various ECUs. For example,
Hoppe et al. [60] demonstrated that if an attacker equipped with the OBD-
II port of a car injects malicious command, it will develop into DoS attack.
The consequences are preventing passengers from opening or closing windows,
showing the incorrect status of .the airbags, false information regarding air
pressure of the tires, and many more.

* Replay Attacks: This attack requires the attacker to intercept the CAN network
traffic when certain functions are being done by specific ECUs so that those can
be replayed to reactivate those functions. Koscher et al. [73] could disable the
interior and the exterior lights of a vehicle by delivering previously eavesdropped
packets.

¢ Packet Injection: The first step for this attack is to get access to the CAN
network. Once an attacker gets access to the CAN network, an enormous number
of attacks become feasible. For example, many functions of the car’s engine can
be disrupted by exploiting the OBD-II port such as increasing the Revolution
Per Minute (RPM), disabling the engine’s cylinder or even the whole engine.
Electronic Brake Control Module controls releasing and locking of the brake. If
random modified packets are sent to EBCM, the driving will become unsafe [73].
By injecting arbitrary packets, Lee et al. [83] was able to disrupt many functions
of multiple vehicles by performing fuzzing attack. This attack is about capturing
the CAN ID and flooding the network by sending arbitrary packets having the
same ID.

8.5.4.3 Physical Attacks

suRelay Attacks:Many carsthaverkeyless entry nowadays which is like unlock-
ing/locking the car from the key fob. In this attack, the RKE is being targeted
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where the vehicle communicates with the key fob. At first the periodical LF
Beacon signal, sent by the vehicle to its key fob, is exploited by the attacker
to know if the key fob is in close range or not. The attacker relays the commu-
nication to send an “Open” Ultrahigh-Frequency signal to unlock the car and in
this way the attacker can even start the engine. Eight different manufacturers have
implemented this attack successfully on ten different vehicles [45]. This is also
an example of Man-in-The-Middle (MITM) attack [158]. Garcia et al. [47] have
also implemented these successful attacks by exploiting simple cryptographic
measures in the physical layer communication to access the vehicle by coning
the car key.

* ABS Spoofing: Shoukrey et al. [139] have demonstrated such successful attacks
where the target is ABS wheel speed sensor. They have installed a malicious
actuator which produces a different magnetic field disrupting the original
magnetic field generated by the ABS wheel speed sensor and sends incorrect
information to the ABS ECU.

8.6 Security Control and Solutions

In this section, we describe different solutions in CPS controls. The different
solutions can be classified into three different types. Some are application-specific
solutions, some are general solutions regardless of application, and some solutions
are cross-domain.

8.6.1 General CPS Controls

In this, we review general solutions to secure CPS regardless of the application. The
first step of each solution is addressing the causes of vulnerability.

* Superfluous Connectivity: Security measures should be taken to prevent unau-
thorized access to the access point. The protocols used for these communications
are well-known proprietary protocols (Modbus, DNP3) or open protocols such as
TCP/IP. The proprietary protocols are full of vulnerabilities because of isolation
from public testing [3].

¢ Communication: Improved security solutions at communication level in ICS.
Intrusion Detection System (IDS) should be designed in such a way that long-
delays become intolerable. Mitchell and Chen [103, 106, 107] focus on designing
improved IDS which are time-critical. Device Verification: The software run-
ning on CPS should be authentic. One such verification process is Trusted
Platform Module (TPM). TPM is hardware-based solutions providing physical
security, which is infeasible to provide in some ICS and smart grids. Therefore,
there is the need for revised TPMs considering limited CPS resources.
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8.6.2 Application-Specific Controls
8.6.2.1 ICS Controls

¢ Modern design: ICS needs security solutions which are specific to a system.
For such solutions, numerous factors should be taken into consideration, such
as cyber-physical interactions, and heterogeneity of components and protocols.
Most ICS aims at providing reliability to the system during non-malicious
failures as suggested by Cardenas et al. [12], but in the current scenarios, cyber-
attacks are more common than before. Therefore, security should be taken into
consideration besides reliability when designing innovative solutions.

* Add-on security for Protocols: Various modifications have been proposed to
modify current protocols such as Modbus, DNP, and ICCP. to improve the
prior security measurements of the traditional IT solutions. For providing non-
repudiation, authentication, and preventing replayed attacks, Secure Modbus
framework was proposed by Fovino et al. [40]. To add integrity, authenticity,
and confidentiality to the security measures, DNPSec has been suggested by
Majdalawieh et al. [94].

e IDS: Itis less complex to design an IDS for ICS compared to traditional security
framework for IT. The ability to predict the traffic and the static networking is
the reason behind this [75]. A set of goals to be monitored by IDS in ICS is
presented by Zhu et al. [167] which are (1) ability to detect any access to the
communication links of sensor/actuators and controllers, (2) detection of any
kind of customization in the settings of sensors, and (3) physical tampering of
actuators. Also, WildCat, a solution to control the physical exposure of ICS
plants’ wireless network, is presented by D’Amico et al. [27]. This WildCat
should be installed in the security guard’s car to detect any suspicious wireless
activities going on in the perimeter of a CPS plant. The collected information is
sent to the control center where it will be analyzed and will send the location of
the activity source to the guards. For further details about current IDS solutions
for a ICS plant, we will recommend [6, 16, 75, 76, 107, 126, 167].

* Remote Access: The field devices must be controlled by only authorized
personnel remotely, as suggested by Fernandez et al. [35]. To secure the field
device, a designated laptop should constantly be operating through VPN to detect
any unauthorized activity. To avoid web-based DoS attacks, Turk et al. [150]
suggested that any idle connection should be closed which also helps to reduce
the complexity of multiconnection.

* Encryption and Key Management: Encryption is a fundamental requirement
for ICS systems and the delay in it could be very crucial in a time-sensitive
environment. To solve this, a new key management was designed by Choi et al.
[23] for specifically ICS which does not cause any delay. ICS environments are
widely spread and to protect them, Cao et al. [10] have come up with a new
layered security protocol which is based on Hash Chains. This layered security
protocol (1) divides the ICS into two different zones based on high-security and
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low-security levels, and (2) manages a lightweight key mechanism. This way,
even though an attacker can break through the security of low-level security-
based ICS components, accessing the high-level security-based components
would not be possible.

* Software Control: To continuously update the modified security measurements
into the system is a very rigorous and complex process. To prevent the Stuxnet
attack, Windows have released a security patch which focuses on Stuxnet-related
attacks [77]. Similarly, the manufacturers of ICS components must keep up
with modification of security measures of the system and then manufacture the
compatible devices. This way it will be ensured that no old vulnerabilities are
there in the system [67].

* Standardization: The leading bodies like the National Institute of Standards
and Technology should focus on the security measures of ICS significantly as
both the technical and operational controls are critical. Neglecting either one
can be very critical for the entire system. Stouffer et al. [144] have provided a
solution regarding this issue. They proposed guidelines for technical problems,
like IDS, firewalls; and operational control such as awareness, security, and
training of the employers. The operational control is as important as technical
problems. For example, as per the report by ICS-CERT, most of the attacks made
to ICS are done by phishing [1]. If the employers, without awareness, open those
malicious emails, the entire system could become vulnerable [114]. According to
the comparison done by Sommestad et al. [ 142], standardization bodies normally
focus on either technical or operational problem, but it is highly required to be
focused on both.

8.6.2.2 Smart Grid Controls

* DoS Controls: Attacks like DoS at the network layer are prevented by filtering
malicious packets, rate-limiting, and reconfiguring network architecture. Unlike
the first two, due to the static nature, the third one will not be easy for smart grids.
Also, security techniques in smart grids usually focus on the wireless jamming
kind of attacks. The techniques which prevent DoS attacks are divided into four
categories: packet-based, signal-based, hybrid, and proactive detection [156].

. IDS: Due to the enormous size of smart grids and the heterogeneous components,
designing IDS for smart grids is very difficult [143]. The design of IDS for the
smart grids must be different from the ones built for traditional IT systems to
reduce the possibility of false data injection. An IDS is proposed by Jin et al.
[65] which is anomaly-based and uses artificial ants and invariant detection,
with Bayesian reasoning approach, to detect any malicious activity. In addition,
another IDS was suggested by Mitchell and Chen [105] that works on behavior
rule which protects the cyber-physical devices of smart grids, such as subscriber
energy meters, data aggregation points, etc. Another significant contribution
made by Liu et al. [89], who presented an IDS, which prevent the ICS from
false data injection.
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* Authorization and authentication: Employees usually have access to certain
field devices with authorization and authentication. The problem is that the smart
grid is spread vastly and most of the field devices share the same authorization
credentials. This makes any malicious employee capable of tampering with any
of those field devices, and the identity of the attacker could not be tracked as other
employees also have the authorized access. Hence, Vaidya et al. [154] came up
with a mechanism which strengthens the authentication and authorization of field
devices. This mechanism provides legitimate employees the ability to access the
field devices remotely from the automation systems in the smart grids, and it
relies on elliptic curve cryptography.

* Modern designs: Each of the aspects of a CPS needs to be approached
differently due to constantly evolving security issues. Mo et al: [108] have
proposed the area “cyber-physical security” for the first time. This approach
considers the details of both cyber and physical aspects of security. They have
demonstrated their approach on two different kinds of attacks: stealthy deception
and replay attack. The importance of each of the two aspects, cyber and physical,
has been emphasized in the above-mentioned literature. However, the approaches
are enhancing the existing protocols which are a temporary solution. Hence a
whole bottom-up redesign of the system is desired.

* Add-on Security: To prevent the advanced attacks, the trend is about merging
the required additional security with the existing one. For example, secure DNP3,
which has basic security measurements, such as authentication, confidentiality
services, and encryption, is an advanced version of simple DNP3. In the simple
version, the add-on security is added by placing another layer of security in the
communication level of these protocols [156].

e Privacy-preserving Controls: When the data flow from the smart meter to
the utility company, due to.lack of confidentiality, the usage and patterns of
the consumer can be intercepted as well as the data can be modified due to
lack of integrity in the security protocols which may result in disrupted billing
information [97, 143]. To solve these problems, a certain number of techniques
have emerged to provide better privacy when the data is in transit between smart
meters.and the utility companies [34, 156]. Attacking the smart meters attached to
a household, the occupancy of the house can be predicted to break in successfully.
As asolution to this problem, Chen et al. [19] have proposed a mechanism named
combined heat and privacy (CHP) which makes the usage data look like the house
is always occupied by tricking the occupancy detection techniques.

* Standardization: To secure the communications among the smart grids, certain
standardizations have been introduced by several bodies like NIST and IEC. For
example, such guidelines for smart grids are developed by NIST in the report
7268 [116]. In addition, standards like TC57, 6235 are developed by IEC [25].

¢ Preventing disabling of smart grids: To prevent the exploitation of disabling
feature of a smart grid, Anderson and Fuloria [4] have suggested that the
manufacturers should program smart meters in this way that they could let the
customer know, in enough time, in advance before the malicious command takes
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effect and the meters get disabled. This may help in the detection of DoS attack
also.

* Physical Security: To prevent the physical tampering with smart meters, NIST
standard states that all the meters should have cryptographic access to the meter
and must be sealed inside tamper-resistant units [116].

8.6.2.3 Medical Devices Control

* Authentication: Authentication: To prevent unauthorized access to the IMDs,
Halperin et al. [52] have proposed a cryptographic-based mechanism along with
a key exchange procedure which improves the authentication. Both- mechanisms
rely on external radio frequency, as a source of energy, instead of batteries.
In addition, another protocol named Out of Band (OOB) was deployed to
improve the authentication measurements. This authentication protocol uses a
different channel than the one which is used for communication [131]. For
advanced key generation in encrypted communication, heart rate, glucose level,
electrocardiograms can also be used in Body Sensor Network (BSN) [131, 136].
The movement of a patient can also be used for key generation [117].

* Intrusion Detection System: A mechanism that alarms the patient whenever
it detects any unauthorized attempts to interact with IMDs was proposed by
Halperin et al. [52]. Similarly, Gollakota et al. [48] also proposed a mechanism
named Shield which detects and prevents any unauthorized attempt to connect
IMDs wirelessly. In addition, there was an attempt by Mitchell and Chen [104]
on how to prevent any posed threats by disrupted actuators and sensors. The
mechanism proposed by them can detect the affected actuators and sensors by
behavior rule-based Intrusion Detection System but it is not designed for the
IMDs or wearable devices. Their technique is applicable for stand-alone devices
which work solely such as cardiac device and vital sign monitor.

* Location-Based Control: Some security technique relies on protocols based
on distance bounding. This protocol prevents an attacker to attack remotely.
Various techniques such as received signal strength, ultrasound signals, electro-
cardiography, etc. determine the limit of distance [166]. However, since these
techniques do not provide any authorization, other mechanisms are needed to be
incorporated [131].

* Thwarting Active and Passive Attacks: Body Coupled Communication thwarts
most of the active and passive attacks made on the insulin pump as stated by
Li et al. [87]. They have experimented with this communication and showed
that since this communication of an insulin pump uses the human body as their
medium to communicate, instead of any wireless communication, it thwarts the
possible attacks by exploiting the wireless channel. To tamper the insulin pump,
the attacker needs to reach very close to the patient which is a bar for most of the
attackers.

¢ Shifting Security to Wearable Devices: The IMDs and wearable devices have
their fisk-management Security measutrements, and this can be challenging for
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shifting the security measurements to another device. For example, to replace
a patient’s IMD with a more secure device, the process can be life-risking
at first. Even if it is not life-risking, regarding battery and computational
resources, the shifting of security techniques could be still expensive. Hence,
the optimal solution is to deploy another device which will solely operate on the
security issues. Xu et al. [163] have designed a device called IMD Gaurd which
defends the medical devices against spoofing and jamming attacks. Similarly, as
previously discussed, Gollakota et al. [48] proposed the shield device which will
defend the wearable device from any unauthorized attempt to interact.

* Cross-Domain Solutions: Here is a certain similar limitation in both smart cars
and medical devices such as constraints of data and power. Hence to defend from
eavesdropping and replay attacks, the rolling code encryption of smart cars is
implemented in medical devices as suggested by Li et al. [87].

* Standardization and recommendations: The leading body in the standardiza-
tion of medical devices is the Food and Drug Administration (FDA). There are
several standards and guidelines issue by the FDA for the manufacturers of the
medical devices. They have suggested in 2005 that the usage of COTS creates
the maximum number of vulnerabilities since it has the capability to be accessed
remotely [37]. Another standard regarding cyber security was posted by them
in 2014 [38]. However, they lack the intensity that mandates following of these
guidelines which allow the manufacturers to follow their preferred guidelines. To
resolve this issue, the latest BAN standard, IEEE 802.15.6, has been implemented
to stop the manufacturers from the production of less secure medical devices [63].

* Allowing vs. disallowing remote functionalities: To prevent the attackers
from intercepting the channel between the patients’ medical devices and the
remote physicians, the manufacturers should limit this remote access of the
medical devices. So, it is suggested the medical device should not receive
remote commands from the physician but should only send the patients’ log and
health status to the physician. Although this will prevent the medical devices
from unauthorized commands, it will also limit the complete usability of the
device [82]. Hence, Hayajneh et al. [57] came up with a cryptographic system
named. Rabin public key which prevents the medical system from unauthorized
commands even if they are passed to the medical devices.

8.6.2.4 Smart Cars Controls

* Unimplemented promising controls: There are several promising controls
which have not been implemented yet. For example, Wolf et al. [160] have
proposed authentication gateway, firewalls, and encryption to secure the bus
network. Another security paradigm named defense-in depth, i.e., detection,
prevention, countermeasures, deflections, and recovery, was suggested by Larson
et al. [78] as the replacement design of the security measure in the cars.

* Cryptography: Although, cryptography adds advanced authorization, integrity,
andrauthentication; thercomputationall cost of these will be high due to the
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limited functionalities of cars’ components. Thus Wolf et al. [159] presented
Hardware Security Module which is cost-efficient as it is hardware based. This
mechanism secures the communication channels of the ECUs in a car along with
V2V communication channel. In addition, a standard for equipping the car with
better security measurements, Escherich et al. [33] designed Secure Hardware
Extension which adds secure boot and secret key protection to the cars’ ECUs.
Redefining Trust: To disable the arbitrary ECUs from performing operations
to diagnose and reflash, a trust-related control was presented by Koscher et al.
[73]. They also implemented another trust-related control which requires authen-
tication and authorization for the ECUs which are allocated for the reflashing
and diagnostic operations. For the successful implementation of these, trusted
platforms along with remote verification are required [70].

Restricted Critical Commands: Physical access to the cars can be a gateway
for attackers. There are certain commands which require physical access to cars
for implementation, and this could be critical as any benign malicious command
could be a serious attack. Koscher et al. [73] emphasized on this part that physical
access to the car is always dangerous. If the number of commands requiring
physical access is restricted the convenience and flexibility of the car will be
affected. So, such security mechanism should be implemented which will balance
both sides.

Bluetooth: The TCU controls Bluetooth connectivity of the cars which is also
connected to the other ECUs. Hence, attackers can exploit connected electronic
devices, which are connected to the cars via Bluetooth, and attack other ECUs of
the car through TCU as well [15]. For the need for extra security layer to secure
Bluetooth connectivity, Dardanelli et al. [28] proposed a mechanism which is
applicable for two-wheeler vehicles but should be efficient for cars also. To
process thorough authentication of the smartphones before connecting to cars
via Bluetooth, a mechanism was also suggested by Woo et al. [161]. This helps
to reduce the number of attacks exploiting vulnerabilities in Bluetooth connected
smartphones.

IDS: Most of the Intrusion Detection Systems are designed for CAN network
protocols, whereas a very few are designed for other protocols such as LIN and
FlexRay. A specification-based IDS is designed by Larson et al. [79] which is
installed in every single ECU. Another behavior-based IDS is designed for both
FlexRay and CAN network by Stefan and Roman [137]. As cost is an important
factor for the implementation of security mechanism, a very cost-efficient
mechanism of anomaly-based IDS is designed by Miller and Valasek[155].
Another anomaly-based IDS which uses time as a constraint is very effective for
detecting intrusion or any anomaly. It is designed by Cho and Shins [22], and this
mechanism utilizes the measurements of the time intervals of periodic messages
to uniquely identify each of the ECUs. Taylor et al. [148] have proposed an
IDS mechanism which compares the frequency of currently sent packets with
the historically sent packet which had strict frequencies. This way it can detect
anomalies in the frequency of delivered packets.
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8.7 Security Challenges

8.7.1 Challenges in General CPS

* Security by Design: Most of the CPS model is not secured enough in their design
model because they are not considered enough due to their isolation from other
systems in a physically secured environment, such as no Internet connection
which makes the physical security measure the most important one [144].

* Cyber-Physical Security: To provide optimal cyber-physical security, the cyber
and physical aspects have to be considered separately with the same importance.
This way the cyber-attacks with physical consequences will be better predicted
and prevented [49]. The solutions of the attacks on CPS will be focused on cyber
only unless the fundamental differences between the physical and cyber aspects
are properly contemplated as suggested by Neuman et al. [113]."A new field
named “Cyber-Physical Security” was proposed by Mo et al: [108]. They have
also described some novel solutions regarding cyber-physical security, especially
for smart grids. The systems’ ability to survive under an attack carries the same
importance as the security challenges. A set of security solutions including the
systems’ survivability are discussed in [12].

* The Real-Timeliness Nature: The absence of real-time requirement affects the
security model [14, 113] since the real-time decision is very crucial for the
attacked CPS system. Hence, contemplation of the interactions between cyber
and physical aspects gives the full picture of the CPS model with which arises
the importance of risk assessment [14].

* Uncoordinated Change: A CPS usually have many stakeholders among which
most of them are somehow related to the system such as manufacturers,
operators, and implementers. Hence, while implementing any changes in the
system, the coordination among them is necessary. Otherwise, due to lack of
coordination in-security measures, the heterogeneous components of a CPS will
become vulnerable [3, 92].

In addition, with the above mentioned general challenges with the CPS security,
we have briefed about the challenges with each of the four applications.

8.7.2 Challenge in ICS

* Change Management: The components of ICS are diversely spanned geograph-
ically which are needed to be updated, repaired, removed, or replaced at some
point. For example, a perfect planning is required to update any component
of ICS, or else other components can experience unexpected failure. Once,
in a nuclear plant, an unexpected failure occurred due to an update in the
computer system [12]. Moreover, the large number of stakeholder can also cause
unexpectedyfailure unintentionally,;Hence the coordinated change management
is very crucial to managing the security-related changes in the system [92, 144].
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* Insider Threat: The insiders of a system have the detailed knowledge about
the components. They can attack the system intentionally or unintentionally
exploiting the trust given to them. The Maroochy incident is an example of this.
They can also help the remote attackers by giving them the access or confidential
information. This kind of threat needs more serious considerations [75].

¢ Secure Integration: ICS is inherently vulnerable by the vulnerabilities of its
legacy systems. Thus, the integration of the components with their legacy
vulnerabilities must be done very securely so that they do not create any new
vulnerabilities. However, since there are many components in an ICS it is
practically infeasible to replace all of them at one time due to financial concerns
[75], but, meanwhile, short-term security updates must be implemented to reduce
the potential risks [12].

8.7.3 Challenges in Smart Grids

* Two-Way Communication: The advanced metering system allows the smart
meters attached to the households to communicate to the utility companies
directly which increases the physical attack. Unlike power grid, smart meters
are physically accessible which is a threat to the utility companies also [69].

* Access Control Mechanism: As smart grid is widely spread, the mechanism for
access control to the field devices must be considered strictly [3]. There must be
proper control and mechanisms at every possible access point.

* Privacy Concerns: The communication traffic contains consumers’ privileged
information also. Besides the encryption of data, there must be an anonymization
technique induced to prevent several types of attacks from deducing patterns of
the encrypted information [72, 109]. A homomorphic encryption was proposed
by Li et al. [86]. This mechanism protects the privacy of the consumers while
the low overhead of the smart grids is also maintained. However, this encryption
is not enough to prevent an attacker from injecting false data or impersonating a
legitimate smart meter [156].

e Explicit Trust: There must be proper mechanisms and security measures to
detect false data. Since the size of smart grid is large, it is very difficult to detect
false data injection and unauthorized commands by the security measure which
are designed to detect faults only [29, 88].

¢ Comprehensive Security: The security levels at the lower levels of smart
grids, like field devices, are less compared to high-level components, such as
control centers, due to the less capabilities of the smart grid. Because of the
additional maintenance cost, the security solutions should be lightweight and
cost-effective [71].

* Change Management: The management of changes in a smart grid is as
challenging as ICS or even more as smart grids are more diverse and the number
of its stakeholders are also more. Since the capabilities of change management
arervery limitedrin'smartigridsyitrisrintensely required to make the grids more
secure [143].
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8.7.4 Challenges in Medical Devices

» Usability vs. Security: Too much security can be a serious problem for medical
devices. For example, if a patient with critical health condition needs urgent
care by IMD, but the IMD needs assistance from another person, who does not
have the access privileges or the cryptographic credentials, the unavailability
could be dangerous for the patient [53, 129]. So, it is required to focus on the
usability along with security. The ideal solution would be allowing usability
during emergencies while providing security as much as possible. Denning et al.
[30] have proposed an optimal solution which uses fail-open/safety wristband.
The patient wears a wristband which prevents any unauthorized person to interact
with the IMDs, and when the patient removes the band, the IMD can be accessed
by unauthorized persons.

* Increased code for add-on security: The limited power of the medical devices
could be affected if addition functions are required due to additional codes of
security. This may kill the original purpose of the device [131]. Hence, it is
advisable that the medical devices should be focusing on their priority operation
where the security measurements will be managed by some external device [48].

* Limited Resources: The power resources are critical for these small devices
which require limited energy. The additional mechanism for security requires
extra energy [53, 129]. The power of these devices must be maintained for several
years. As one of the first efforts, Halperin et al. [52] proposed a security which
has battery-free power consumption. It solely relies on RF as the energy source.

To drain the battery resources of these medical devices, attackers can flood the
network with unnecessary commands which result in DoS attack [131]. Although
if a medical device refuses to interact with unauthorized components, sending and
receiving unnecessary commands will consume a certain amount of energy. Hence,
new security controls must be developed to prevent the devices to respond to any
illegitimate activity.

8.7.5 Challenges in Smart Cars

¢ Secure Integration: In a smart car, the COTS and the third-party components
are integrated by the manufacturer. Sometimes the integrated components mis-
match due to lack of detailed information about the COTS and the third-party
components. According to Sagstetter et al. [133], it is advisable that we should
use the formal techniques, like a model-based design, where in every step the
correctness of the information about the COTS and the third-party components
are verified. Also, the measurements of access control need to be improved to
prevent any unauthorized access to the components which are usually originated
from the mismatch between the COTS and the third-party components [115].
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» Effective Separation: The traffic of CAN network is separated into high and
low frequencies by the gateway ECUs; however, many attacks were still able
to bypass these gateways and attack various ECUs [73]. As a solution, some
manufacturers deployed some techniques where the critical ECUs are in a totally
separated network [155]. Another solution is to replace the simple ECUs with
Master-ECUs [133], though it is very costly.

* Heterogeneity of Components: It is very normal that different components of
a car cannot be manufactured by only car manufacturing companies. So, the
distinct types of components are normally manufactured by Original Equip-
ment Manufacturers (OEM). So, the accord among different parties must be
maintained as the security measurements and capabilities are different for each
component. Hence, security engineers who are familiar with early design phase
must be incorporated by the manufacturers [70].

e In-Car Communication: Due to the assumption of isolation, CAN network is
vulnerable inherently. Hence, there is a need for new protocols which assumes
that there are potential attackers who can exploit these vulnerabilities. Therefore,
a highly secure platform was proposed by the OVERSEE project [50] which will
revolutionize the CAN network by replacing it. In addition, firewall and IDS
kind of temporary solutions can be used as a part of the gateway ECU or even
a separated ECU. Currently, there is a potential project going on state-full IDS
which helps to detect the legitimacy of each packet sent to the vehicle during its
different states as driving, parking, and much more [146].

¢ New Vulnerabilities: In the near future, there will be more challenges regarding
the new security issues, V2V, and V2I communications as discussed in [119].

8.8 Conclusion

This chapter builds a good reference for those who need to get an overview of the
recent studies and real-life issues of the CPS’ security measures. We have discussed
various possible threats to CPS according to different motives of the attacker. This
helps to emphasize the awareness of the popularly used security measures of the
CPS applications and can nurture great danger upon us. This chapter contains what
are the common vulnerabilities in CPSs that can be exploited by the attackers and
will allow the readers to learn about areas of the CPS that need more emphasis. For
a better understanding of the exploitation of such vulnerabilities, we have presented
several attacks that have taken place in the real world and succeeded. A taxonomy of
these real-world attacks is also included for a quick study about successful attacks
exploiting existing vulnerabilities. Some of the previous and current studies which
are done on the security issues of CPS are covered in this chapter which will assist
the readers having a desire to pursue further research in this field.
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